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This paper demonstrates that the option to move in and out of the
parental home is a valuable insurance channel against labor market
risk, which facilitates the pursuit of jobs with the potential for high
earnings growth. Using monthly panel data, I document an empirical
relationship among coresidence, individual labor market events, and
subsequent earnings growth. I estimate the parameters of a dynamic
game between youths and parents to show that the option to live at
home can account for features of aggregate data for low-skilled young
workers: small consumption responses to shocks, high labor elastici-
ties, and low savings rates.

I. Introduction

Typical life cycle models, which are used to study how individuals cope
with labor market shocks, abstract from the possibility that young adults
can live with their parents. Yet many youths continue to live with their
parents after entering the labor market and often move back in with
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their parents after having lived away from home for a period of time.'
In this paper, I use an estimated structural model to account for these
coresidence dynamics and show that the option to move back home is
a valuable channel of insurance against labor market risk. The use of
coresidence as insurance has important quantitative implications com-
pared with settings from which the possibility of parental coresidence
is abstracted: smaller consumption responses to job loss, higher labor
elasticities of the young, lower savings rates, and higher long-term earn-
ings growth.

In my model, parental coresidence is determined by the outcome of
a dynamic game between youths and parents. Parents, who are altruistic
toward their offspring, can provide both monetary support, through
explicit financial transfers, and nonpecuniary support in the form of
shared residence. The benefits of shared residence accrue from a re-
duction in per capita direct housing costs and the availability of public
goods inside the parental home. There are psychic costs of shared res-
idence due to the lack of independence. Youths make labor supply and
savings decisions, in addition to choosing whether to live with their
parents. To allow for the possibility that there are long-term labor market
consequences of the option to live at home, the model features two
types of jobs: one that is low risk and easy to find but generates low
earnings growth and another that is risky and harder to find but is
associated with better earnings growth possibilities. The allocations of
interest are given by the unique Markov-perfect equilibrium (MPE) of
this game.

To simultaneously account for the cross-section and time series di-
mensions of coresidence and labor market outcomes in the data, the
model requires two types of idiosyncratic uncertainty. The first are labor
market shocks that come in the form of stochastic job offers, job losses,
promotions, and changes in productivity. These shocks generate a mo-
tive for moving in and out of home since the housing decision and the
labor market are tied together through a budget constraint. The second
are shocks to youths’ relative desire to live away from their parents.
These reflect non-labor market events: social factors, finding a partner,
or maturity. The quantitative implications of parental coresidence for
youths’ behavior—either through short-term insurance against shocks
or by facilitating longerrun earnings growth—depend crucially on
whether observed coresidence dynamics are mostly due to the labor
market shocks or the preference shocks.

! A substantial body of anecdotal evidence and reports in the popular press suggest a
recent trend in the United States for young people to move back home with their parents
after a period of living away from home. This has led to the coining of the term “Boo-
merang Generation” to describe this group. See the Wikipedia entry at http://en
.wikipedia.org/wiki/Boomerang_Generation and the numerous references cited there.
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I structurally estimate the model using monthly data for young males
who do not go to college from the National Longitudinal Survey of
Youth 1997 (NLSY97) and find that labor market shocks affect the tim-
ing of when youths move in and out of their parents’ homes, while
preference shocks affect cross-sectional differences in living arrange-
ments. The high-frequency nature of the NLSY97 panel data is crucial
in identifying the impact of the two shocks since it allows me to observe
labor market outcomes and events around the time that coresidence
transitions take place. Specifically, I find that in any given month the
difference in earnings between youths living at home and away is small
but that for each individual youth, the timing of when they move in
and out of their parents’ home is closely related to their labor market
experience. Together these facts yield an estimate for the unobserved
process for preference shocks that is very persistent but with a large
amount of cross-sectional heterogeneity. This implies that the extent to
which labor market shocks account for coresidence patterns differs for
the cross section of living arrangements and the within-individual time
series of living arrangements: whereas only a small fraction of the cross-
sectional differences are accounted for by labor market outcomes, the
majority of movements in or out of the parental home are driven by
labor market events. This is an important distinction—it implies that
the importance of parental coresidence as an insurance channel would
be overlooked if one were to restrict attention to cross-sectional re-
gressions or a static structural model.”

I use the estimated model to measure the value of different insurance
channels, by comparing the welfare cost of a job loss with the corre-
sponding welfare cost when a particular insurance channel is removed.
I find that the option to move in and out of home is valuable for all
youths, but particularly so for youths from poor families: the welfare
cost of a job loss for a youth in the bottom quartile of the parental
income distribution is 12 to 20 times larger without the option to move
back home, depending on the type of job that is lost, and is three to
four times larger for a youth in the top quartile. This is because parents
from the lower part of the income distribution find it more costly to

* The existing empirical literature has largely restricted attention to crosssectional pat-
terns of coresidence at a point in time, or the first movement out of the parental home,
focusing on comparing the family and individual characteristics of youths living at home
versus youths living away from home. Prominent examples include McElroy (1985), Buck
and Scott (1993), Rosenzweig and Wolpin (1993, 1994), Card and Lemieux (1997), Er-
misch and Di Salvo (1997), and Manacorda and Moretti (2006). There are very few
empirical analyses of movements back home. Three exceptions are Da Vanzo and Gold-
scheider (1990), who use annual data from the 1972 National Longitudinal Surveys; Gold-
scheider and Goldscheider (1999), who use retrospective information on whether an
individual ever moved back home from the National Survey of Families and Households;
and Ermisch (1999), who uses annual data from the British Household Panel Survey.
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substitute financial transfers for coresidence when the option to move
back home is removed, whereas for youths with wealthier parents, fi-
nancial transfers are a close substitute for coresidence.

Through a set of counterfactual exercises, I then show that the option
to move back home has important quantitative implications for con-
sumption, labor supply, and savings behavior. In the estimated model,
the consumption drop in response to a job loss is around 47 percent
lower than it is when youths are precluded from living with their parents.
This suggests that incorporating parental coresidence could improve
the fit of existing models in terms of how much consumption responds
to labor market shocks. For example, Kaplan and Violante (2010) com-
pute the amount of consumption insurance implicit in a calibrated
incomplete-markets life cycle economy without coresidence, where self-
insurance through borrowing and savings is the only private insurance
channel, and compare it with corresponding estimates from US data in
Blundell, Pistaferri, and Preston (2008). They find that it is young house-
holds with low wealth for whom the hypothesis of self-insurance alone
is most at odds with the data. This group of households is particularly
relevant when considering coresidence as an insurance margin.

The estimated model is consistent with a high aggregate labor elas-
ticity of young workers, thus addressing a recent literature that notes
that labor market fluctuations at business cycle frequencies are dispro-
portionately large for this group compared with older workers (Rios-
Rull 1996; Gomme et al. 2004; Jaimovich and Siu 2009). Recognizing
that for many young people, the outside option when making their
labor market decisions includes the opportunity to live with their parents
leads them to raise their reservation wages to a point where job accep-
tance rates are more sensitive to changes in the overall distribution of
wage offers than if youths were precluded from living at home. Without
the possibility of parental coresidence, job acceptance probabilities are
around 15 percent higher in the model.

I find that when the option to move back home is removed, asset
accumulation increases by around 16 percent. Hubbard, Skinner, and
Zeldes (1995) show that asset-based, means-tested social insurance, such
as that implicit in the US welfare system, can have distortionary effects
on savings behavior, by discouraging households from accumulating
their own precautionary wealth. In my model, a similar effect operates
for young males through the implicit insurance provided by their par-
ents. This highlights the fact that the option to move back home can
have important behavioral implications for youths living at home or
away, even if they never actually experience such a move. Simply knowing
that this opportunity exists reduces the precautionary incentives to ac-
cept jobs or accumulate financial assets.

Finally, the option to live at home has a substantial impact on youths’
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future earnings, by providing the means to search for jobs with higher
potential for earnings growth but that are risky, take longer to find, or
provide lower earnings in the short term. When the possibility of co-
residence is restricted, youths are more likely to accept easy-to-find safe
jobs with low earnings growth, and hence average earnings growth is
lower. In the model, average monthly earnings at age 23 are around 5
percent higher when youths have the possibility of living with their
parents than when they do not.

The prediction that the option to move back home leads to higher
future earnings is consistent with new empirical evidence from the
NLSY97 that I document independently of the model. By comparing
labor market outcomes at age 26 with coresidence and employment
dynamics at age 20, I show that a job separation at age 20 is associated
with a large reduction in earnings 6 years later. However, this reduction
is only present for youths who were not living with their parents at the
time of the job separation and is greatly reduced for youths who were
living away from their parents at the time of the job separation but
moved back home in the subsequent 3 months.

Another empirical contribution of the paper is to show that the re-
lationship between parent-child living arrangements and labor market
outcomes also extends to older individuals of both genders in all ed-
ucation groups. Using data from the Current Population Survey (CPS),
I show that the aggregate parental coresidence rate moves closely with
aggregate labor market conditions, for all individuals up to age 34. To
provide evidence for causality, I then use differences-in-differences
across US states to show that a decline in state-level employment or
hours worked leads to a significant increase in the state-level parental
coresidence rate. Thus, although the structural estimation and the em-
pirical analysis with the NLSY97 data focus only on young males aged
17-22 who do not go to college, the quantitative importance of parental
coresidence likely extends to a much larger part of the population.

There is a related empirical literature that has also studied the de-
terminants of living arrangements. This literature is best exemplified
by Rosenzweig and Wolpin (1993, 1994), who use annual data to estimate
logit and multinomial logit models with fixed effects for the probability
of youths residing with their parents, receiving financial transfers from
their parents, and receiving transfers from the government. On the basis
of their empirical findings, they argue that parental coresidence is a
commonly used form of intergenerational support. While these papers
are useful for understanding the determinants of coresidence in the
cross section, my analysis with monthly panel data allows for the esti-
mation of duration models with unobserved individual-specific effects
that relate the hazard of moving in and out of home to the labor market.
Such an empirical approach is more useful for understanding the effects
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of the labor market on coresidence transitions. The existing literature
does not provide the necessary empirical evidence, or the quantitative
dynamic model, that is needed to measure the implications of cores-
idence for youths’ behavior that I do here. Furthermore, in this paper
the empirical analysis of coresidence transitions with high-frequency
data, together with the estimated structural model, permits the con-
struction of counterfactuals and makes it possible to study the impact
of coresidence over both the short and the long term.’

II. Evidence on Parental Coresidence and the Labor Market

I start by providing empirical evidence on the relationship between
parental coresidence and labor market outcomes using two types of
data. First, I use monthly individual-level panel data to establish a direct
relationship between labor market events and movements in and out
of the parental home. I show that coresidence transitions are common
and are strongly influenced by employment and earnings outcomes,
suggesting a possible role as a mechanism for insuring the short-term
effects of labor market shocks. I then show that the option to move in
and out of home may also have important long-term implications for
labor market outcomes, by helping to mitigate the effects of job dis-
placement on earnings. Second, I use a difference-in-difference ap-
proach to provide evidence that causality does indeed run in the di-
rection of labor market shocks to coresidence transitions. I exploit
state-level variation in aggregate hours and employment using repeated
cross-section data from the CPS to show that when labor market con-
ditions deteriorate, parental coresidence rates increase significantly. I

* The idea that families have an important role to play in smoothing the impact of
economic shocks dates back at least as far as the seminal work of Becker (1974). For an
excellent review of work on the various forms of intergenerational ties in economics,
sociology, and psychology, see Bianchi et al. (2006). The work in this paper is related to
this and a number of other branches of existing literature: (i) studies of the provision of
support after retirement and into old age, including Costa (1999), Pezzin, Pollak, and
Schone (2007), and Bethencourt and Rios-Rull (2009); (ii) the purely theoretical analyses
of youth coresidence in Fogli (2004) and Becker et al. (2010), which allow for expectations
about future outcomes to affect current coresidence decisions; (iii) the class of models
that incorporate a savings decision into a labor market search setting as in Danforth (1979),
Lentz and Tranaes (2005), Low, Meghir, and Pistaferri (2010), and Lise (2011); (iv) the
line of literature originally advocated by Deaton and Paxson (1994) that attempts to
quantify the extent to which idiosyncratic shocks are insurable (Attanasio and Davis 1996;
Hayashi, Altonji, and Kotlikoff 1996; Storesletten, Telmer, and Yaron 2004; Blundell et al.
2008; Kaplan and Violante 2010); (v) the literature that studies the effects of “real-world”
channels on consumption, which includes Fernandez-Villaverde and Krueger (2002) (du-
rable consumption goods), Low (2005) and Kaplan (2011) (variable labor supply), and
Livshits, MacGee, and Tertilt (2007) (bankruptcy protection). Sakudo (2007) also estimates
a structural model of coresidence for young females in Japan, focusing on the decision
to move out of home and get married.



452 JOURNAL OF POLITICAL ECONOMY

also show that this effect is evident at a national level during the large
recessions of 1982 and 2008.

A.  Panel Data Evidence from NLSY97
Panel Data for Measuring Coresidence

The NLSY97 is a longitudinal survey of 8,984 individuals from the cohort
born between 1980 and 1984. They have been sampled approximately
annually since 1997. The survey contains extensive information on each
youth’s labor market behavior and educational outcomes, together with
detailed information about family and community background. What
makes the NLSY97 an ideal data set for studying the dynamics of parent-
youth living arrangements is a set of retrospective questions about
monthly coresidence that were asked in rounds 2-6 (1998-2002). At
each interview, these questions asked respondents to list each period of
1 month or more in which they lived separately from each of their
parents, where a parent is defined as a biological, step, adoptive, or
foster parent. From these questions, it is possible to reconstruct a
monthly panel of parental coresidence outcomes for each respondent,
which I then merged with data on education, labor market, and marital
histories.* The resulting data set is the first to contain high-frequency
(greater than annual) data on parental coresidence and the only one
that contains information on labor market outcomes at the times that
coresidence transitions take place. It thus provides a unique opportunity
to understand the circumstances that surround changes in youths’ living
arrangements.

Sample Selection

Sample selection poses a challenge for this analysis. First, the fact that
the monthly coresidence questions were discontinued in 2002 restricts
the ages at which it is possible to observe contemporaneous labor market
and coresidence outcomes in the NLSY97. In particular, this means that
studying the interaction between labor market dynamics and coresi-
dence dynamics for youths who go to college is not possible. For my

* Since the monthly information on parental coresidence is retrospective, there is the
potential for recall bias to affect the results. I do not find any systematic patterns in
coresidence states or transitions as a function of the recall time, suggesting that recall
bias is unlikely to be large enough to significantly affect the analysis.
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analysis with the NLSY97, I thus focus attention on the population of
low-skilled youths who do not attend college.”

However, implementing the restriction to the noncollege population
raises its own challenges. First, for youths in this age group, the decision
about whether to attend postsecondary education is likely endogenous
with respect to labor market opportunities and coresidence outcomes.
Hence, selecting on the basis of observed education choices may intro-
duce nonrandom selection on unobserved characteristics into the sam-
ple. Second, many youths may initially decide to enter the labor market
in the years immediately after high school, but they may return to ed-
ucation at some point in the future. Moreover, it is common for youths
to attend nontraditional part-time colleges, a decision that may also be
correlated with labor market opportunities.

My approach is to choose a baseline sample of youths who are never
observed to participate in any type of postsecondary education. Choos-
ing a sample of youths for whom we can condition on the decision to
not attend college allows the focus to be placed clearly on the interaction
between residential movements and labor market events. It seems a
natural starting point for understanding the economic implications of
coresidence movements for low-skilled youths and avoids the compli-
cations that arise from the interaction with college choice.

To address the concerns regarding potential endogeneity of the ed-
ucation decision, I also compare the baseline sample with two alternative
samples that implement the restriction to low-skilled youths in different
ways. First, I select on the basis of low test scores, which are a strong
predictor of future college participation. Since selection into this sample
is based on a purely exogenous variable, there are no issues of endo-
geneity of education. Second, I construct a less restrictive sample by
only dropping youths who are traditional college participants—those
youths who start college immediately after graduating from high school
or within 1 year of graduating—thus retaining youths who may attend
college part-time in the sample. I find that both of these alternative
samples generate statistics that are very similar to the baseline sample
(see table A2), indicating that none of the structural estimation results
would be severely affected by selecting low-skilled youths using a dif-
ferent criterion.’

® After 2002 (round 6), the retrospective coresidence questions were replaced with two
questions that ask about the month and year that a youth first lived away from his or her
parents and the month and year when he or she returned home for at least 3 months.
Itis possible, as the cohort ages, that these questions could also be used to study movements
back home for college graduates.

® This finding does not imply that education decisions are exogenous with respect to
coresidence choices. The quantitative conclusions are largely unaffected because, condi-
tional on not being in education, the interaction between coresidence and the labor
market turns out not to be affected by previous education decisions.
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The other important selection criteria are as follows. Females are
dropped, as are males who ever go to the military or have all parents
dead.” A youth is included in the final panel from the first month after
he stops attending high school or after he turns 17, whichever is later.
Only youths who have nonmissing residence data are included in the
sample. The final sample consists of 36,222 month-youth observations,
for 1,491 male youths ranging in age from 17 to 23. These generate
351 spells back home, where a spell is defined as one that is not left
censored. Since the NLSY97 has an oversampling of black and Hispanic
youths, sample weights are used in all calculations. Tables Al and A2
report the number of respondents lost at each stage of the selection
process and the statistics from the three samples that form the basis for
the structural estimation in Section IV, respectively.

Moving Back Home

It is common for young males to move back home after initially having
left home: 40 percent of 22-year-olds in the sample have moved back
home for 1 month or more. To move back home, one must first live
away from home, and 68 percent of youths in this age group are observed
to have lived away from home at some point. This implies that 58 percent
of the youths who were at risk of moving back home do actually return
home. On average, those youths who do move back tend to stay home
for a substantial period: the median duration back home is 16 months.
However, there is considerable heterogeneity in spell durations. Some
spells are fairly short (22 percent end within the first 6 months), yet
others are very long (34 percent are 2 years or more).

In the NLSY97, it is difficult to measure the distance that youths move
when they move back home since geographic information is only col-
lected on annual interview dates and only for the residence that the
youth considers to be his permanent home. However, by focusing on
youths who moved only once between interview dates, we can infer that
for many youths these moves involve large distances. For this subsample,
41 percent (16 percent) of moves out of home, and 38 percent (18
percent) of moves back home, involved a move to a different city (state).

7 Focusing exclusively on males avoids modeling complications due to benefit eligibility
for young females. Whereas very few males of this age group receive some form of gov-
ernment support, it is not uncommon for females to receive benefits. Many such benefits
are related to early childbearing, and, importantly, eligibility for certain benefits is con-
ditioned on residential choices. While this is an interesting feature of the benefit system
for females that could be explored in future research, I focus on the simpler case of males
in this paper.
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TABLE 1
Di1SsCRETE CHOICE MODELS FOR LIVING AWAY FROM PARENTS
(Dependent Variable: Indicator for Whether Youth Lives Away from Parent)

Fixep-EFrFeECTS

LocrT LociT
(1) (2) (3) (4) (5) (6)
Working 1.236%* 1.302%%#* 1.100
(.119) (.122) (.153)
Log earnings 1.077%* 1.115%%* 1.082
(.039) (.035) (.069)
Away (¢ — 1) 908.966%** 951.5]1 5
(76.903) (94.420)
Includes fixed effects Yes Yes
Observations 36,222 34,731 26,034 25,125 17,412 12,315
Individuals 1,491 1,479 1,364 1,353 531 458

Note.—All models include controls for race, high school graduation, marriage, bio-
logical children, parental education, parental income, biological parents married, cubic
polynomial in youth age, quadratic polynomial in average parent age, and region dummies.
Standard errors are in parentheses, clustered by individual. Parameters are multiplicative
effects of probability of working, or marginal change in earnings, on probability of living
away from parents.

**% Significant at 5 percent level.

*#*% Significant at 1 percent level.

Discrete Choice Analysis

I begin my analysis of the relationship between coresidence and the
labor market with a simple discrete choice logit model for living away
from home. Table 1 reports logit estimation results for the effect of two
labor market variables on coresidence: an indicator for whether the
youth was working in a given month and log monthly earnings. For the
models with log earnings as the independent variable, the sample is
restricted to working youths. All models include a large set of fixed and
time-varying control variables (see table note for details). Columns 1-4
show that working youths are significantly more likely to be living away
from their parents than are nonworking youths and that among working
youths, those with higher earnings are also more likely to live away from
home. When lagged coresidence is included as a control, the results
are stronger, suggesting that dynamics may play an important role in
the analysis. To control for unobserved heterogeneity across youths in
their propensity to live away from home that may be correlated with
labor market outcomes, columns 5 and 6 report results from a fixed-
effects (conditional) logit. The results with fixed effects are not statis-
tically significant but still indicate a positive relationship.
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TABLE 2
PrOPORTIONAL HAZARD MODELS FOR CORESIDENCE DyYNAMICS
MovVING BACK WITH PARENTS MoviING OUT AGAIN
(1) (2) (3) (4) (5)
Working L6897 1.274
(.088) (.353)
Recently stopped work® 1.628%%*
(.249)
Log earnings .888HwE 1.842%%%
(.034) (.380)
Includes random effects Yes Yes Yes Yes Yes
Includes duration controls Yes Yes
Observations 10,330 10,330 8,041 2,241 1,569
Individuals 779 779 704 267 225

Note.—Conditional log-log models for discrete time proportional hazard. See App. B
for full details. All models include controls for race, high school graduation, marriage,
biological children, parental education, parental income, biological parents married, cubic
polynomial in youth age, quadratic polynomial in average parent age, and region dummies,
as well as normally distributed random effects (frailty). Standard errors are in parentheses,
clustered by individual. Reported coefficients are multiplicative effects on the proportional
baseline discrete time hazard.

*** Significant at 1 percent level.

* Equal to 1 if a youth transitioned from employment to nonemployment in the current
or preceding 3 months.

Duration Analysis

The above logit analysis is useful for understanding coresidence at a
point in time. However for high-frequency data with infrequent tran-
sitions across states, an explicit duration analysis for the hazard rate of
moving in and out of home is more appropriate. I employ a discrete
time proportional hazard model with random effects (frailty) to estimate
how the probability of transitioning across coresidence states is affected
by youths’ current and recent labor market outcomes. The random
effects control for unobserved individual-specific heterogeneity in the
baseline hazard of moving in or out of home. This duration-based ap-
proach improves on the preceding analysis (and existing empirical stud-
ies in Rosenzweig and Wolpin [1993, 1994]; Ermisch and Di Salvo [1997])
since it more fully exploits the high-frequency dynamics of parental
coresidence by using information on labor market conditions at the
time that transitions take place. Full details of the econometric model
are in Appendix B.

The results are shown in table 2. Columns 1-3 show how the prob-
ability of moving back home is affected by three measures of a youth’s
labor market situation. A youth who is currently working is around 31
percent less likely to move back home than a similar youth who is out
of work. A youth who has recently stopped working (defined as transiting
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from employment to nonemployment in the previous 3 months) is
around 63 percent more likely to move back home than is a youth who
has not undergone such a transition. For working youths, reductions in
earnings are also associated with an increased likelihood of moving back
home: a 10 percent decline in earnings increases the hazard of moving
back by around 1 percent. Columns 4 and 5 show how the probability
of moving out again, after having moved back home, responds to labor
market outcomes. The models for moving out of home again include
controls for duration dependence in the hazard rate and spell-specific
random effects. The standard errors are larger because of the relatively
small number of spells back home, but the point estimates are large.
Being employed is associated with a 27 percent increase in the likelihood
of moving out again, and a 10 percent increase in earnings increases
the likelihood by around 8 percent.

Longer-Run Effects of Coresidence

The evidence in the previous two tables suggests that coresidence is
potentially important for smoothing short-term labor market fluctua-
tions. I now provide evidence that coresidence, and the ability to transit
coresidence states, is also potentially important for long-term labor mar-
ket outcomes. In particular, I show that job separations have lasting
effects on youths’ earnings but that these effects are strongly mitigated
through coresidence and the ability to move back home after a job
separation.

To illustrate this, I make use of more recent waves of the NLSY97 to
look at earnings at age 26. I compare these earnings to coresidence and
labor market dynamics 6 years earlier, at age 20. For the subsample of
youths who were working at age 20, I regress log earnings at age 26 on
log earnings at age 20 and an indicator variable for whether the youth
underwent a transition from employment to nonemployment while aged
20.

The results are displayed in table 3. Panel A reports results without
any additional control variables, while panel B reports results when a
large set of individual-level controls are included in the regression. Fo-
cusing on the results that include control variables, column 1 shows
that a job separation at age 20 can have a significant long-term effect
on earnings. Youths who experienced such a separation have earnings
at age 26 that are on average 25 percent lower than youths who did
not. In columns 2 and 3, I split the sample into youths who were living
away from their parents at the time of the separation and youths who
were living with their parents, respectively. The results show that all of
the negative long-term effect of the job separation is concentrated
among those youths who were living away from home. For such youths,
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TABLE 3
LoNGER-RUN IMPACT OF JoB Loss AND CORESIDENCE
(Dependent Variable: Log Earnings at Age 26)

ORDINARY LEAST SQUARES
* (2)° (3)° O (5)°
A. Without Additional Controls

Stopped working at age 20  —.286%* —.4bgxrk — 189 —.346 —.428%
(.126) (.171) (.163) (.253) (.247)

Log earnings at age 20 L228%%% .220%% .226%%% 173 .265%F*
(.066) (.087) (.084) (.178) (.090)

B. Including Additional Controls

Stopped working at age 20  —.251% —.635%F*  — 129 483 —.380%%*
(.128) (.179) (.162) (1.062) (.187)

Log earnings at age 20 .208%%* 297 209%#% - — 254 275%*
(.064) (.104) (.078) (.458) (.122)

Individuals 349 115 234 28 87

NotEe.—Additional controls in panel B include race, high-school graduation, marriage,
biological children, parental education, parental income, biological parents married, cubic
polynomial in youth age, quadratic polynomial in average parent age, and region dummies.

* Significant at 10 percent level.

** Significant at 5 percent level.

*##% Significant at 1 percent level.

* All working youths at age 20.

" Youths living away from their parents at the time of stopping work.

 Youths living with their parents at the time of stopping work.

¢ Youths living away and who moved back in after stopping work.

¢ Youths living away and who did not move back in after stopping work.

the long-term effect is very large, around 64 percent, whereas for youths
who were living with their parents at the time of the separation, there
was no significant effect on long-term earnings (and the point estimates
are negative). In columns 4 and 5, I further split the sample of youths
that were living away from their parents into those who moved back
home in the 3 months after stopping work and those who did not,
respectively. On average, those youths who did not move back home
suffered significant long-term earnings losses by age 26, while the effect
for those youths who did move back home is much smaller and not
significantly different from zero (of course, when studying such an ex-
treme subsample, the number of observations necessarily becomes very
small, motivating the need to substantiate this evidence with a structural
model).

B.  Repeated Cross Sections from CPS

The rich individual-level data and panel structure of the NLSY97 make
it ideal for estimating the effects of labor market variables on coresi-
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dence transitions at the individual level. However, there are two im-
portant drawbacks of those data. First, observed labor market changes
reflect both exogenous and endogenous changes, including some labor
market transitions that may be in anticipation of a move in or out of
home. Second, the data structure necessitated a focus on males with a
high school education or less. In this section, I exploit repeated cross
sections from the CPS to show that the link between parental coresi-
dence and employment holds for a much larger part of the population.
I start by documenting time series variation in parental coresidence at
business cycle frequencies to establish that the coresidence margin is
quantitatively important in the aggregate. I then use a difference-in-
difference identification strategy that exploits differential labor market
conditions across US states to suggest a causal relationship between the
labor market and coresidence rates. This identification strategy is a
useful complement to the one based on individual-level variation and
fixed effects used in Section II.A.° Details of the data can be found in
Appendix A, Section B.

Time Series for the United States

The plots in figure 1 show the cyclical components of the time series
for the parental coresidence rate and market hours, for the populations
aged 16-24 and 25-34. For both groups, these plots reveal a strong time
series correlation between coresidence and hours worked. This corre-
lation is most pronounced during the large economic downturns of
1982 and 2008. It suggests that when labor market conditions worsen,
more people live with their parents. Hence, even though the structural
model and NLSY97 data focus on very young low-skilled youths only,
these plots suggest that the coresidence channel is likely to be important
for other education groups and for older workers: the CPS data contain
individuals of all education levels, and the figure displays strong co-
movement, even among people aged 25-34.°

Cross-State Variation

Further evidence for the linkage between coresidence transitions and
the labor market can be obtained by exploiting cross-state variation in

* I thank an anonymous referee for this suggestion.

9 Motivated by this time series evidence, Dyrda, Kaplan, and Rios-Rull (2012) embed a
coresidence decision into a real business cycle model that admits aggregation, and they
show that endogenous household formation is quantitatively important for aggregate labor
market fluctuations. The relevance of the coresidence margin depends crucially on the
parameters that govern decisions about when to move back home and further underscores
the value of estimating structural parameters using individual-level panel data.
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TABLE 4
EF¥reECcT OF LABOR MARKET VARIABLES ON CORESIDENCE RATES ACROSS US STATES
MoNTHLY DATA QUARTERLY DATA
1) (2) (3) (4) (5) (6)
Employment rate:

16-34 —.279%#k  — 918k — 15]%* — .27k — Q] [k — 37
(.061) (.056) (.058) (.061) (.055) (.063)

16-24 —.304%#*%  — 105% —.131% —.294%%%  — 083 —.107

(.056) (.050) (.054) (.056) (.050) (.061)
Hours worked:

16-34 — A83Fkk  — 30k — (98FFF  — [86FFF  — 32k — (98**
(.031) (.031) (.026) (.031) (.031) (.029)
16-24 —.142%F% - — (049% —.081%¥*  — 148%**  — (044 —.078##*
(.025) (.024) (.019) (.025) (.024) (.021)
State fixed effects Yes Yes Yes Yes Yes Yes
Time fixed effects Yes Yes Yes Yes Yes Yes
Varying state controls No Yes Yes No Yes Yes
State-specific trends No No Yes No No Yes

Note.—Cumulative effect over 2 years of a 1-percentage-point increase in the employ-
ment rate, or a 1 percent increase in average hours worked for the relevant age group.
Data cover 1979-2010. Time-varying controls include average age and Housing Price
Index. State time averages are weighted by population. Standard errors are in parentheses,
clustered by individual.

* Significant at 10 percent level.

*# Significant at 5 percent level.

*** Significant at 1 percent level.

aggregate labor market conditions and coresidence rates from the CPS.
I use monthly and quarterly data from 1979 to 2010. I consider two age
groups: a narrow range from 16 to 24 to be consistent with the NLSY97
data and the scope of the structural model and a broader range from
16 to 34 to show that the effects extend to individuals in their late
twenties and thirties. I regress the coresidence rate in each state and
time period on each of two measures of the current labor market con-
ditions in that state: the employment rate of the relevant age group and
the log of average hours worked by that age group. Each regression
includes a full set of state and time fixed effects, so that identification
is effectively through differences-in-differences, as well as 2 years worth
of lagged labor market variables to allow for dynamics in the adjustment
of living arrangements.

The baseline results are shown in column 1 of table 4 for monthly
data and column 4 of table 4 for quarterly data. Each number reflects
the cumulative effect over 2 years of a l-percentage-point increase in
the employment rate, or a 1 percent increase in average hours worked,
on the fraction of people in each age group that live with a parent. The
results show statistically significant and economically substantial effects
of labor market conditions on coresidence rates. For each percentage-
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point increase in the employment rate, the coresidence rate increases
by between 0.25 and 0.3 of a percentage point, while a 1 percent increase
in average hours worked leads to a cumulative increase in coresidence
of 0.15 to 0.18 of a percentage point.

The remaining columns in table 4 show how these results change
when additional controls are included. Columns 2 and 5 add two time-
varying state-specific controls that are likely to be correlated with both
the labor market and coresidence: the average age in each age group
and the Housing Price Index from the Federal Housing Finance Agency.
In addition, columns 3 and 6 control for state-specific trends in cores-
idence rates. Including these additional controls reduces the quanti-
tative magnitudes of the estimated coefficients, but all remain econom-
ically large and statistically significant.

The Need for a Structural Model

At this point it is worth taking stock of what we can learn from this
empirical evidence. The data do indeed provide evidence that (i) there
is a causal link between labor market outcomes and the propensity for
youths to move in and out of their parents’ homes and (ii) the option
to move back home in response to shocks has a significant impact on
subsequent labor market outcomes. However, without a structural
model, the inferences that can be drawn are still limited. There are a
number of reasons.

First, given the high-frequency panel data required for the analyses
above, the available sample sizes are small, particularly after condition-
ing on youths who have experienced particular labor market and co-
residence histories as in the analysis of Section II.A. Second, in the data,
one can only identify youths who actually move in with their parents,
as opposed to youths who have the option to move in with their parents.
Moreover, it is difficult to think of a natural experiment or potential
instrumental variable that could stand in for this, which limits the fea-
sibility of a purely empirical approach. In a model, however, it is possible
to directly control this option. Thus, a structural model makes it possible
to quantify the importance of the option to move back home both on
short-term consumption smoothing (i.e., insurance) and longer-term
outcomes that operate through labor market decisions. In Section V, I
use realized preference shocks, which are observed in the model and
are orthogonal to labor market shocks, as a proxy for this option. Third,
without a model, one cannot consider counterfactual environments,
such as removing the option to live at home, or policy proposals that
affect incentives to live with parents. In the remainder of the paper, I
develop a model that is rich enough to achieve all these goals yet places
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enough structure on the data to enable estimation of the key parameters
governing coresidence, labor supply, and transfer decisions.

III. Model
A.  Environment
Demographics

Time is discrete and measured in months. I focus on the finite horizon
t=0,1, ... T. The basic unit in the model is a family, which consists
of a parent-youth pair. Families are indexed by ¢ and each comprises
a parent (p) and a youth (y). In any month, ¢, the family can be in one
of two residential states, labeled 7, € {0, 1}. When 7, = 0, the youth lives
in the parental home, and when 7, = 1, the youth lives in separate
housing away from his parents.

Youth Preferences

Youths have time-separable, expected-utility preferences, defined over
consumption, labor supply, and their residence state. Let U; denote the
period utility for a youth from family

[C]Q;(lfd>)Gg]1*7

[]z% = ﬁ - hitv + rz (1)

Gi/ = gf/ + (1 - T:l)g//ll (2)

Period utility is additively separable between utility from consumption,
labor supply, and direct utility from independence. There are two types
of consumption goods: ¢; is the youth’s consumption of a private good,
enjoyed exclusively by the youth; G, is total consumption of a locally
public good inside the home. It consists of the youth’s own purchases
of the good, g, as well as public consumption purchased by the parent
that is available inside the parental home, g/. Of course, the youth only
has access to this second quantity of the public good if he lives at home
(i.e., r, = 0).

In reality, most types of consumption fall somewhere in between these
two extremes: a nonrival and nonexcludable good (g) and a completely
private good (¢). The extent to which there exists economies of scale
in the parental home, or in other words, the extent to which most
consumption is like g rather than ¢, is a key determinant of the value
of coresidence and the impact of coresidence on behavior. The Cobb-
Douglas specification allows for a parameter ¢ (the weight on public
goods in the utility function) that indexes this extent. When ¢ = 1,
only public goods are consumed, and there are full economies of scale;
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when ¢ = 0, all consumption is private, and there are no economies
of scale. In Section IV.A, I use data on consumption equivalence scales
to calibrate a value for ¢. I assume a constant relative risk aversion utility
function over the composite consumption good, with risk aversion 7.
The direct utility from living away from home is denoted by z,. It is
stochastic and differs across youths. In any month, a youth can be either
working, %, = 1, or not working, %, = 0. The disutility of working is
constant and fixed at v. Lifetime utility for a youth is given by

it

T

Vi = B2, BUL+ BTV 0, (3)

t=0

where V2, , is a terminal value function described below.

Preference shocks, z., are assumed to follow a discrete-state Markov

ir
process whose variance, o2, and autocorrelation, p,, are constant with
age. The preference shocks play an important role in the model and
should be interpreted as a reduced-form way of capturing the effects
of non-labor market heterogeneity in the relative preference for living
away from home. Such shocks may include the formation and disso-
lution of cohabiting relationships, peer effects, and changes in the de-
mographic structure of the parental home. In reality, these effects are
likely to exhibit an increasing trend with age, making living away from
home an increasingly attractive option for young adults as they get older.
For example, independence from one’s parents is itself something that
becomes more attractive as youths move toward adulthood. To capture
this feature of coresidence, the mean relative preference for living away
from home, E[z,] = «, + ¢, is allowed to increase exogenously accord-
ing to a linear trend.

It will become apparent that the model features a number of endog-
enous mechanisms for generating the observed increase in the fraction
of youths living away from home between ages 17 and 22, all related to
the labor market experience of youths: (i) an increasing probability of
working, (ii) an increasing earnings profile conditional on working, and
(iii) asset accumulation. If E[z,] were assumed to remain constant with
age, the model would risk assigning an overly important role to these
factors in determining coresidence patterns. By allowing for flexibility
in the mean growth rate, variance, and autocorrelation of z, the model
is such that in principle, either labor market or non-labor market factors
could be the primary driver of coresidence outcomes. The features of
the data that help identify these parameters, and hence distinguish
between these two hypotheses, are discussed in Section IV.
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Parent Preferences

Parents have time-separable expected-utility preferences and are altru-
istic toward their children. They have direct preferences over their own
private consumption, ¢/, and public consumption, g/:

(1=9) . pd71—
g = L T

23

- (4)

Their total utility, V¢, consists of their direct utility, f/g’, plus the utility
of their child, Vy, weighted with an altruism factor, 7 > 0:

Ve = Vi + Vg,

T

‘7({) = E, EBLUZ;-" 6T+|V7[‘)+| .

t=0

These preferences imply that parents do not get utility from public
consumption purchased by the youth (g;) when the youth lives at home.
This asymmetry is unlikely to have any meaningful effect on allocations
because in most cases the youth does not make additional purchases of
public consumption when living at home.

This form of one-sided altruism has a long history in the modeling
of parent-child interactions and has a number of implications for be-
havior (see, e.g., Altonji, Hayashi, and Kotlikoff [1997] and references
therein). First, altruism is the mechanism that is used to generate fi-
nancial transfers from parents to youths. Second, note that when z, >
0, both parents and youths have a preference for the youth to live away.
However, since in general 5 < 1, parents have a weaker direct preference
for youths to live away than do youths themselves. This conflict may
manifest itself as multiple equilibria of a simultaneous-move version of
the game described below and motivates the need to specify an appro-
priate timing protocol for the game. Altruism also implies that parents
have a stronger preference for youths to work at a given wage, generating
a second form of conflict. Both forms of conflict can generate ineffi-
ciencies, which are discussed in the context of a static version of the
game that admits a closed-form solution in Appendix C.

Budget Constraints

In each period, a youth can be in one of two labor market states: em-
ployed (h;, = 1) or unemployed (%, = 0). An employed youth earns an
idiosyncratic monthly wage w,, which is the outcome of a stochastic
process, outlined in the section below on the labor market. An unem-
ployed youth receives an exogenous amount b. This should be inter-
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preted as the benefit from a simple public unemployment insurance
program. Labor income taxes are levied according to the function 7."

Youths can use their income to purchase private and public con-
sumption goods, ¢ and g7, and to invest in a risk-free asset, a;,,,, which
earns interest at a gross rate R. Borrowing is not allowed, so a,,., > 0.
In addition, a youth may receive a transfer 7;,> 0 from his parents.
There is a per-period fixed monthly cost of housing, x, payable by youths
living away from home and a fixed cost « of moving out of home. The
per-period cost is intended to capture both direct housing costs such
as rent and mortgage payments as well as indirect costs such as gas and
electricity bills. The fixed cost of moving out is intended to capture
direct moving costs as well as indirect costs that may include purchases
of new furniture and other durable consumption goods. There is no
cost to move back home. The youth budget constraint is hence given
by

Gt ghta, g trlx+ =7,k

< wilhit - T(withi,t) + b(l - h’il) + Rait + T/l (5)

Parents have an exogenous constant income stream, 7, which differs
across families. Parental income can be used to purchase private con-
sumption goods, ¢/, and public consumption goods, g/. In addition,
parents can make nonnegative financial transfers, 7, to youths. The
parental budget constraint is hence given by

Gt gt LI — 1) — x (6)

it —

Resource Sharing across Generations

To understand the mechanisms in the model for sharing resources
across generations, it is worth taking stock of the various technologies
for transferring utility from parents to youths. The model features two
forms of parental support: coresidence and financial transfers. For a
youth living away from his parents, financial transfers are the only means
that parents have to share resources: providing an additional unit of
assets to the youth requires the parent to forgo one unit of current
period consumption."

Coresidence can also be interpreted as a technology for intergener-

' The monthly wages from the NLSY97 that are used in the estimation of the model
are gross of labor income taxes, which necessitates the inclusion of a tax function in the
model. The assumed tax function is based on the US tax system in 2007 and is described
in App. F.

' Because a nonresident youth'’s savings or labor supply decision may adjust in response
to a transfer from the parent, the cost to the parent of providing a unit of consumption,
rather than assets, to a nonresident youth may be different from one. The actual cost is
given by d¢'/da, where a is the resources of the youth.
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ational transfers. Using it incurs a fixed monthly cost through forgone
utility from independence (zfor the youth, 7 for the parent). The return
from paying this utility cost comprises two parts. First, there is a fixed
monthly benefit from the savings in housing costs (x). Second, cores-
idence reduces the cost of transferring additional units of resources
from parents to youths, through the presence of the public good. The
extent of this “cost-saving” benefit of coresidence is determined by the
weight on public goods in the utility function, ¢, which in this setting
plays the role of economies of scale. Conditional on living at home, the
marginal cost for the parent of providing an additional unit of resources
to the youth is decreasing in ¢ and approaches zero as ¢ approaches
one (full economies of scale).

Note also that the only component of coresidence that does not enter
through consumption is the forgone utility from independence when
living at home (z). With decreasing marginal utility, this component
dominates as consumption increases, implying that z becomes relatively
more important (and hence coresidence less attractive) as the youth’s
assets increase. It also implies that as assets increase, preference shocks
become relatively more important, and labor market shocks become
relatively less important, for generating coresidence dynamics.

Labor Market Search

The labor market is a frictional environment consisting of two types of
jobs that I denote as risky (R) and safe (S). Frictions take the form of
the random arrival of job offers plus job destruction shocks and wage
shocks while working. Job offers can be refused, and youths always have
the option of quitting employment. Employment status is denoted by
h;, € {0, 1}, and job types are denoted by j, € {S, R}. In addition to having
initial offers drawn from separate distributions, the two types of jobs
differ in terms of their riskiness and potential for future earnings growth.
I defer my discussion of the reasons for modeling jobs in this way until
after they have been described.
Youth wages consist of two components that are additive in logs:

logw, = ¢ + w,,

where ¢, is a deterministic age effect that reflects general experience
effects, assumed to grow linearly at rate p,, and w, is an individual-
specific and job-specific component that is the outcome of the following
random search process.

All Iabor market shocks are assumed to be realized at the beginning
of each period. At the beginning of month ¢ a youth who was not
working in month ¢ — 1 receives an offer to work at a type j job with
probability Nj. Offers are drawn from a lognormal distribution:
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W, ~ N, 0y)-

Note that the mean of the offer distribution differs by job type. A youth
who receives an offer may accept it and work in period ¢ or reject it
and hope to receive another offer in month ¢+ 1. Offers from type
j = Sjobs remain constant at their initial value for the duration of the
job spell. This is the sense in which these are safe jobs. With probability
0, the job (regardless of type) is exogenously destroyed. A youth who
loses his job in this way must spend period ¢ not working, and so has
h, = 0.

At the beginning of month ¢, a youth who worked in month ¢ — 1 at
a wage w,;,, in a type j,,_, = R job receives a new wage draw. New
wages are assumed to follow a random walk in logs with drift:

logw, = p, +logw,,, + &,

&, ~ N(0, 0)).

The youth has the option of rejecting the new wage offer in favor of
nonemployment but does not have the option of staying at his current
job at his existing wage. The drift u, will be estimated to be positive,
implying that on average, on-thejob wage shocks represent good news,
and R-type jobs yield upward-sloping expected earnings profiles. These
wage shocks with drift are intended to be a reduced-form way of cap-
turing fluctuations in the quality of worker-firm matches, new job offers
that arise from on-the-job search, and returns to tenure. However, wage
changes may be negative, yielding new wages that are below existing
wages. This is the sense in which these are risky jobs.

The labor market is modeled in this way because it captures the notion
that short-term insurance possibilities, including coresidence, may have
important longer-term consequences for labor market outcomes
through the job selection process. Part of the reason is that, as with all
search models, there is an option value to waiting for better offers, so
that youths who can afford to wait longer for jobs will earn higher wages.
To the extent that jobs persist, this generates better long-term out-
comes."

This is true for both types of jobs in this economy. However, since
the estimates will imply that N} > \§, so that Stype jobs arrive more
frequently than R-type jobs, but Rtype jobs deliver expected earnings
growth, there is an additional benefit of being able to wait for offers:
the jobs that offer the best long-term prospects require youths to wait
longer on average. Hence, R-type jobs are more attractive to youths with
good access to resources while unemployed. Indirect evidence for this
type of mechanism was provided in Section II.A. Finally, there is the

'* Acemoglu and Shimer (1999) exploit this logic as a motive for providing unemploy-
ment benefits to liquidity-constrained unemployed workers.
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effect of risk and its relationship to future insurance possibilities. Since
R-type jobs are both those with higher earnings growth and those that
feature earnings uncertainty, youths will be more inclined to wait for
Rtype jobs if they have better access to future insurance (e.g., are less
averse to moving back home should the need arise). How youths trade
off these motives depends on their insurance possibilities—assets, pa-
rental income, and disutility of coresidence—hence, the equilibrium of
the game between youths and parents features reservation wages that
are a function of all these state variables.

Finally, I note that using data on wages and employment alone, a
negative wage shock combined with a quit cannot be empirically distin-
guished from job destruction. Together with the fact that rejected offers
to the unemployed are not observed, this implies that the labor market
parameters cannot be estimated outside the model in a first stage and
fed into the structural model. Instead they must be estimated along with
the other structural parameters inside the model. The parametric as-
sumptions on the distribution of shocks help to achieve identification.
Identification of the labor market and other parameters is discussed
further in Section IV.

Government Insurance

In the NSLY97 sample described in Section II, 17 percent of male youths
received a government benefit at some point during their time in the
sample. With the exception of unemployment benefits that are received
by 6 percent of the sample, these are all means-tested benefits."”” Fol-
lowing Hubbard et al. (1995), I model means-tested benefits as a con-
sumption floor, ¢. Hubbard et al. (1995) show that allowing for the
effects of means-tested benefits is important in understanding savings
behavior of poor households. Unemployment benefits, b, are modeled
as a constant benefit that is paid automatically to youths in any period
that they are not working. The tax function, described in Appendix F,
is progressive and as such is an additional form of government insurance.

Initial Conditions and Terminal Values

A complete description of the model also requires specification of initial
conditions for assets, residence, and labor market variables. Youths are
assumed to have a, = 0 at age 17. This a reasonable assumption, given

¥ Means-tested benefits include food stamps, Aid to Families with Dependent Children
(AFDC), and Women, Infants, Children (WIC). WIC is the most common (received by
7.5 percent of the sample). This is surprising because it is intended only for females; 90
percent of these recipients are in a cohabiting relationship, suggesting that respondents
report benefits received by all members of the household.
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the large fraction of youths with exactly zero assets in the NLSY97 data."
All youths are assumed to be living at home at ¢ = —1. This assumption
only places a minimal exogenous structure on 7, which is due to the
fixed cost of moving out. Since 7, is itself a choice variable, youths are
free to move out in the first model period. An exogenous fraction of
youths are assumed to have been working at ¢ = —1, all in Stype jobs.
Their wages are given by the observed distribution of monthly earnings
at age 17. Again, these youths are free to quit to unemployment im-
mediately at ¢ = 0.

Because of the monthly frequency of the model, it is not computa-
tionally feasible to solve and estimate the model using a horizon T that
corresponds to the end of the life cycle. Moreover, because our interest
is in producing a good model of high-frequency behavior around the
time of entry to the labor market, it is not clear that this would be a
preferred approach even if it were computationally feasible, given the
inherent danger of misspecification in any model. Instead, I choose to
specify terminal value functions and solve backward from these. In order
to minimize the impact of assumptions about functional form, I solve
the model for an additional 2.5 years (30 periods) past the point at
which I have data (age 22). I then compare the model and data over
the 6 years covering ages 17-22.

The assumption at ¢ = T'is that the interaction between parents and
youths ceases, and no more financial transfers can be made. At this
point, all youths that are still living at home are forced to move out,
labor supply becomes inelastic, and there is no further uncertainty about
future wages. These assumptions are sufficient to obtain closed-form
solutions for the value functions, which are then used as the terminal
values."”

Feasible Allocations

Consider stochastic processes for labor market variables (v, j,) and pref-
erence shocks (z, where ¢ subscripts have been dropped to ease nota-

'* Excluding cars, only 21 percent of 17-year-old males have positive wealth, and 75
percent have exactly zero wealth. If cars are included, then 44 percent have positive wealth,
and 55 percent have exactly zero wealth.

'> All results are unchanged when the model is solved with an additional 10 years (120
months). Also, note that because of the low estimated discount factor for this group of
low-skilled males, the effect of the form of the terminal value assumption on parameter
estimates is minimal. An alternative approach would be to specify the terminal value
functions as unknown parametric functions of the state variables and to estimate these
functions along with the other structural parameters. For this approach to be feasible, it
is necessary to have high-quality data on the state variables in the final period (including
assets). However, after age 20, asset information in recent waves of the NLSY97 is only
collected every 5 years and, hence, is only available for a subset of the sample at age 22.
Moreover, even with this asset information, it is unlikely that identification of the terminal
value functions could be achieved without additional assumptions about functional forms.
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tion); an exogenously given interest rate, R; and cost of housing, x. An
allocation in this environment, s, is a sequence of functions that map
histories of labor market outcomes and preference shocks {’, j/, z'}, ini-
tial conditions {a,, w_,, h_,,j_,, v}, and heterogeneity in parental in-
come {/} into values for {, &, ¢/, ¢}, g/, g/, T,, a,.,}. An allocation is fea-
sible if it satisfies the parental budget constraint (6), the youth budget
constraint (5), and the nonnegativity constraints for transfers, assets,
and consumption. Denote the set of feasible allocations by S.

Markov-Perfect Equilibrium

To determine allocations in this environment, I adopt a decentralized
approach without commitment, whereby an equilibrium concept and a
timing protocol are specified, and parents and youths make strategic
decisions to maximize their expected discounted lifetime welfare. The
environment just described has a natural interpretation as a stochastic
repeated game in which action sets in the stage game are conditioned
on a payoff-relevant state vector consisting of the current asset position,
a; the residence state in the previous period, 7,_; and the realized values
of the shocks (w, z, j). In each repetition of the stage game, the youth
chooses whether to reside at home or away, whether to work, and how
much to save and purchase of each type of consumption good. The
parent chooses monetary transfers to be paid to the youth and how to
split his or her income between public and private consumption. The
distribution of (w,;,, 2,1, j,+;) is determined by (4, w, z, j). The equi-
librium concept that I propose is an MPE in which all actions are con-
ditioned on payoff-relevant variables only; x, = (a, 7, w, z, j, I")."°

Timing of Stage Game

In order to guarantee uniqueness of the MPE, I impose a particular
extensive form of the stage game that specifies the order in which par-
ents and youths make their decisions. Attention is then restricted to the
unique subgame perfect equilibrium of this sequential stage game. The

' In App. E, I describe an alternate approach for determining allocations in which

there is full commitment. In that environment, attention is restricted to the subset of S
that is Pareto efficient between youths and parents, taking prices and stochastic processes
as given. There I give arguments to support the decentralized approach without com-
mitment as the preferred modeling choice, despite it being computationally more chal-
lenging. Due to the finite horizon and the fact that the adopted timing protocol guarantees
a unique subgame perfect equilibrium in the stage game, the unique MPE is also the
unique subgame perfect equilibrium of the dynamic game. In an earlier working paper
(Kaplan 2010), I show that at the estimated parameters, the values from the game lie very
close to the Pareto frontier. Hence, considering alternative timing protocols might lead
to different equilibria but not to much more efficient ones.
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assumed timing is as follows. First, the current state x, = (a, 7_,, w,
z, ) 1s observed. Then the youth chooses whether to live at home or
away (7). Next, the parent chooses monetary transfers, 7, and public
consumption (g/). Finally, the youth makes his current period labor
supply, A, and consumption-savings decision (¢}, g7, a,.,).

The reason for specifying a timing protocol for the stage game is that
the simultaneous-move version may contain multiple Nash equilibria.
This is most easily demonstrated in the one-shot static version of the
game with exogenous labor supply in Appendix C. The intuition for
the appearance of multiple equilibria is that due to imperfect altruism
(n < 1), parents have a weaker direct preference for the youth to live
away from home than does the youth. This generates values for pref-
erences, z, such that the youth prefers an equilibrium in which he lives
away and receives the resulting optimal transfer, while the parent prefers
an equilibrium in which the youth is induced to stay at home by the
(noncredible) threat of low transfers if he were to move out. However,
with the assumed timing protocol, these latter equilibria are not sub-
game perfect and are ruled out.

This particular timing protocol is motivated in part by casual obser-
vation of the way that these interactions take place in reality. It seems
reasonable that parents cannot force youths to adhere to a particular
consumption/savings policy or labor supply decision rule. Rather, they
can only influence these choices through their choice of financial trans-
fers. Similarly, a youth cannot be forced to stay in the parental home
if he wants to move out, but he must accept whatever resulting transfer
the parent decides to make. What he does with that transfer is up to
him.

B.  Determinants of Coresidence and Transfers

In Appendix D, I show how the MPE can be described by a set of Bellman
equations, and I provide a formal description of the decision problems
of parents and youths along the equilibrium path. Since there is no
analytic solution to this game, the MPE must be computed numerically
by backward induction, and a formal characterization is not possible.
Nonetheless, a number of features of the determinants of transfers and
coresidence can be described qualitatively.

There are four model elements that contribute to an increasing frac-
tion of youths living away from home with age: (i) an increasing average
earnings profile, (ii) an increasing probability of employment through
search, (iii) asset accumulation, and (iv) an increasing preference for
living away from home. Youths are more likely to live away from home
when earnings, assets, or the value of independence is higher. However,
the probability of living away from home is ambiguous with respect to
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parental income. On the one hand, higher parental income generates
higher parental transfers and hence a lower earnings/assets threshold
for the youth to live away. On the other hand, higher parental income
means higher consumption in the parental home, making living at home
a more attractive option for the youth.

There are two classes of reasons why a youth may move back home:
(i) economic factors that include job loss, wage drops, lower than ex-
pected earnings growth, and asset decumulation and (ii) preference
shocks (z). However, the dynamics of coresidence outcomes for these
two types of shocks are likely to be different. Because of the ability to
run down assets, a labor market shock may lead to a move back in a
subsequent period, rather than in the same period in which the shock
occurred. However, preference shocks, if they lead to a move back home,
are likely to do so in the current period, provided the shocks are suf-
ficiently persistent (which is the case for the estimated parameter
values).

Transfers are determined by equating their marginal value and mar-
ginal cost to the parent along the equilibrium path. When the youth
lives away from home, the marginal cost of a transfer is the value of
current period consumption for parents. The marginal benefit com-
prises two parts. The first part is due to altruism: the marginal value of
assets for youths, scaled by the altruism factor. The second part is the
marginal benefit to parents of the youth holding more assets, which
accrues from lower expected transfers in the future. When the youth
lives at home, the parent’s problem is complicated by the fact that the
youth benefits from funds spent on the public consumption good by
parents. However, if the youth’s optimal choice between public and
private consumption (¢/, g/) is at an interior point, then it is always
optimal for the parent to set 7, = 0. To see this, note that the parent
could always obtain higher utility by spending marginal funds on public
consumption, g/, rather than transfers, 7,. That way, the parent gets
positive utility from additional current consumption, while the youth
can cut back on his own expenditures on g’ and so is unaffected. In
other words, parental spending on public consumption crowds out the
youth’s spending on current consumption one for one. However, if the
youth’s optimal choice for public consumption is at the corner (g =
0), then it may be optimal for the parent to make positive financial
transfers even when the youth lives at home.

C. Discussion of Modeling Assumptions

Before describing the estimation procedure for the structural param-
eters, there are three features of the model that warrant further
discussion.
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Two Residence States

The model assumes that there is only one home state and one away
state. Implicitly this means that the model ignores the possibility for a
youth who is not living with his parents to cohabit with other people,
such as a partner, siblings, or roommates. The NLSY97 contains infor-
mation on the household composition of youths that can be used to
assess the restrictiveness of this assumption. An important caveat is that
this information is available only on the annual interview date and only
for the household that the youth considers to be his permanent resi-
dence at that time. In many cases this household does not correspond
to the youth’s actual living situation. To avoid these issues, I consider
only those youths who are living away from home on their interview
date and who consider their current residence to be the same as their
permanent residence. The data reveal that of these youths, 19 percent
live alone, 41 percent live with a spouse or lover, and 16 percent live
with siblings. Unfortunately, the presence of roommates cannot be ex-
plicitly identified.

These statistics indicate that although only one-fifth of youths live
alone, less than one-quarter likely could be categorized as living with
roommates in the sense of moving into an already established household
with existing furniture and shared utilities. Leaving the parental home
to live with a partner or a sibling likely requires a similar moving cost
to living alone since youths would not be moving into already established
households, which is an important difference between moving back with
one’s parents and moving in with contemporaries. However, the direct
housing costs of living with others would possibly be lower than if living
alone. The key implicit assumption in treating these living arrangements
as “away” rather than as “home” is that the resource-sharing benefits
and housing cost benefits for a youth are much larger when living with
parents than when living with a sibling, partner, or roommate.

Parents Cannot Save

The model assumes that parents cannot save or borrow. This assumption
is not innocuous but is necessary, for two reasons. First, and most im-
portant, the theoretical challenges to working with an imperfectly al-
truistic model without commitment in which both parties can save are
overwhelming. Such models generally have a large set of Markov equi-
libria and to date are only understood in very stylized settings.'” Second,

" See Barczyk and Kredler (2010a, 2010b) for a full discussion of the issues. They
propose an equilibrium concept that is well defined. Their methods require continuous
time and cannot be used in a setting with a discrete choice and fixed cost such as this
one.
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even if the theoretical challenges could be overcome (e.g., by making
assumptions that remove strategic interaction between youths and par-
ents), an additional continuous state variable would be introduced, and
the computational complexity would render estimation infeasible.

The key implication of this assumption is that it forces financial trans-
fers from parents to youths to lead to a reduction in parental con-
sumption in the period that the transfer is made. If parents were able
to hold assets, they could spread the consumption cost of transfers over
future periods, making it cheaper in terms of lifetime utility. By ruling
out parental saving, I am effectively limiting the extent to which parents
will be willing to use financial transfers to offset the effects of labor
market shocks to the youths. Relative to financial transfers, this makes
coresidence a more effective form of transferring resources across gen-
erations. However, the alternative possibility (assuming that parents can
save but youths cannot) would introduce an even larger bias into the
value of coresidence as insurance: since youths would be unable to self-
insure through savings, the value of any other potential insurance chan-
nel would be vastly overstated. For the purposes of the questions being
addressed in this paper, it is thus crucial that youths have the possibility
of self-insurance through savings.

Youths Do Not Contribute to Parental Expenses

The model assumes that youths do not pay housing costs (room and
board) when living with parents or, equivalently, that parental transfers
are nonnegative. Unfortunately, the NLSY97 does not ask questions
about payments for room and board after the first wave (when youths
are ages 13-17). However, the National Survey of Families and House-
holds (NSFH), which is a cross-sectional survey about living situations,
does contain evidence to justify this assumption.

I focus on the 2001 wave of the NSFH since it roughly corresponds
to the sample period under consideration in the NLSY97. Table 5 shows
weighted statistics on the fraction of 18-34-year-olds living with a parent
who pay room and board and how much they pay."® For the full sample
of youths, only around 21 percent pay anything, with a mean of less
than $200. Focusing on the male subset under age 23 with a high school
education or below (which is the sample most comparable to the

'® The NSFH consists of three waves. For each respondent in the initial wave, a focal
child, ages 18-34, was selected. In wave 3, each of these focal children who’s primary
place of residence was with the main respondent was asked about room and board. Because
of the complex sampling design in the NSFH, it is not possible to construct a sample or
weights so that statistics can be guaranteed to be representative. The weights used are
those from the wave 1 respondents. Nonrandom attrition plus the fact that we look at
focal children rather than respondents themselves means that even the weighted statistics
may not be representative.
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TABLE 5
StaTIsTICS ON ROOM AND BOARD FROM FOCAL CHILDREN IN NATIONAL SURVEY OF
Famiries AND HouseEHoLDs 2001

Male < Age 23
Male < with < High School

All Male Age 23 Education
Pays for room and board (%) 21.3  20.6 12.3 17.9
Mean payment, conditional on paying ($) 196 179 159 143
Median payment, conditional on paying (§) 200 200 150 120
Individuals 338 182 106 50

NoTe.—Data come from wave 3 (2001) of the National Survey of Families and House-
holds. Sample is all focal children who’s primary place of residence is with the main
respondent. Respondent weights from wave 1 are used in constructing all statistics.

NLSY97 sample), this fraction drops to 18 percent with a mean payment
of $143. Hence, over 80 percent of youths do not make direct contri-
butions when living with their parents. In addition, there are potentially
large implicit transfers from parents when living at home (from meals,
etc.), so that even for those youths who do contribute, the net transfer
likely flows to the youth rather than to the parent.

IV. Estimation
A.  Estimation Strategy

For certain parameters, structural estimation inside the model is less
crucial than others. As such, the estimation approach involves fixing
some parameters exogenously and estimating the remaining parameters
using a set of moments from the NLSY97.

Externally Calibrated Parameters

Both parents and youths are assumed to have a risk aversion parameter,
v, equal to 1.5. The gross interest rate, R, is set equal to one because
almost all wealth is held in the form of cash, checking accounts, or cars,
all of which pay a zero (or perhaps negative) real financial return. The
monthly unemployment benefit, b, is set at $500, and the monthly con-
sumption floor is set at $100."” The distribution of parental income is

' Conditional on receiving unemployment benefits, the mean and median monthly
benefits are $780 and $650. However, in the model all youths are eligible for unemploy-
ment benefits in all periods that they are not working. This is substantially more generous
than in the US system, which requires that (i) a worker be laid off through no fault of
his own, (ii) a worker satisfies an earnings or employment requirement over the previous
year, and (iii) a worker collects unemployment benefits for no more than 26 weeks. To
partially account for these differences, I reduce the mean amount in the data by around
one-third to $500. Combining AFDC, food stamps, and WIC, the median monthly benefit
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estimated from the NLSY97 data in a first stage. It is discretized to a
four-point distribution, reflecting average parental income in each
quartile.

The degree of economies of scale in the parental home, ¢, and the
costs of housing, x, are particularly important parameters since they
determine the economic benefits of coresidence. Although there are
some data in the NLSY97 on rental costs, it is missing for much of the
sample. The mean reported monthly rent for youths living away from
home is $380, based on 253 observations out of a total of 1,416. This
number is significantly lower than what is suggested by the 2001 Amer-
ican Housing Survey. For renter-occupied units with low annual house-
hold income ($11,700-$17,550), the median monthly rent is $601. In
the model, x refers to both direct and indirect costs of housing such
as gas and electricity, so I set its value at $650. The fixed cost of moving
out of home, £, is set equal to 2 months of rent ($1,300). At the estimated
parameters, none of the allocations are significantly changed when hous-
ing costs are varied up or down by 15 percent or the fixed cost is set
at either one or three times the monthly housing cost.

Unfortunately, there is not enough information in the NLSY97 data
to identify the economies of scale in the parental home, ¢, based on
observed choices.” Since there are no consumption data in the NLSY97
and the Consumer Expenditure Survey (CEX) only measures expen-
ditures at a household level, I rather calibrate ¢ on the basis of infor-
mation from household-equivalence scales. I consider three of the most
commonly used scales: the OECD (Organization for Economic Coop-
eration and Development) equivalence scale, the OECD modified scale,
and the square-root scale. For each equivalence scale, I compute the
percentage increase in income needed by a household to keep welfare
constant when moving from a household with two adults to a household
with three adults. These three scales give values of 41 percent, 33 per-
cent, and 22 percent, respectively. Viewed through the lens of a static
version of the model, these imply values for ¢ ranging from 0.20 to
0.42. I set ¢ = 0.4, on the basis of these calculations.”

for the NLSY97 sample is $220. Because eligibility and take-up are far from universal, I
set the consumption floor at half this value. Results are not sensitive to other values in
this range.

* With panel data on household-level expenditures, one could plausibly use changes
in consumption expenditure when an additional member joins or leaves a household as
a source of identification. See Lise and Seitz (2011) for an example of this approach using
two-person husband-wife households. Identifying economies of scale within households is
a long-standing research topic in applied econometrics, and one that is beyond the scope
of this paper.

* Appendix H contains a detailed explanation of the mapping from equivalence scales
to the weight on public goods in the utility function.
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Internally Estimated Parameters

The approach for estimating the remaining 16 parameters is to use
average moments over the age range from 17 to 22. I choose 21 moments
that are sufficient to identify all the parameters, which I discuss in Sec-
tion IV.B. The full set of moments is shown in table A2. Of these mo-
ments, the only one that relates labor market outcomes to coresidence
outcomes is the cross-sectional difference in log earnings between youths
living at home and away. This allows me to use the effect of labor market
outcomes on coresidence dynamics as an informal out-of-sample test of
the mechanisms at work in the model.

The estimated parameters are displayed in table 6 and include the
labor market parameters (8, N}, Ni, ub, uf, 0y, s tg» 01); the preference
shock parameters (a,, 3., 62, p,); the altruism factor, #; the disutility of
work, v; and the discount factor, 8. These parameters are estimated
using a simulated minimum-distance estimator with a diagonal weight-
ing matrix.

B.  Model Fit, Parameter Estimates, and Identification

Whenever structural parameters are estimated on the basis of simulated
moments, a question of identification naturally arises. Although it is not
possible to provide an analytic proof that the parameters are identified
using a given set of moments, I address the question of identification
in three ways. I start by following two approaches that are accepted as
reasonable in the existing literature. First, I examined a numerical es-
timate of the Hessian of the minimum-distance criterion at the estimated
parameter values and ensured that it is nonsingular. Second, I verified
that the estimation strategy can recover good estimates of the structural
parameters using data that are simulated from the model.*” Third, below
I provide an informal argument that each of the parameters has influ-
ence on a subset of the chosen moments and give some intuition for
why this is the case. This approach should be persuasive since it delivers
an understanding of why the available moments are sufficient to pin
down the parameters. The fit of the model, as a function of age, is
shown in figures 2 and 3. In this section, I discuss the parameter esti-
mates in terms of their implication for the determinants of living ar-
rangements and transfers.

* Both of these checks only suggest local identification. To check for other local minima,
a thorough search of the parameter space was performed, and while other local minima
were found, none of these improved on the fit of the estimated parameters.
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TABLE 6
PARAMETER ESTIMATES

90% Confidence
Parameter Description Estimate Interval

Labor market:

0 Job destruction probability .030 (.026, .039)

PN S-type job arrival rate 400 (.396, .515)

A R-type job arrival rate .034 (.024, .038)

“o Mean Stype log wage offer distribution 6.264 (6.056, 6.463)

ny Mean R-type log wage offer distribution 7.613 (7.458, 8.252)

g, SD log offer distribution 943 (.612, 1.035)

I Mean R-type log wage growth .052 (.041, .070)

Lo Growth log experience effect 011 (.008, .015)

g, SD R-type log wage growth 219 (.195, .311)
Preference

shock:

o, Intercept mean value of living away =5.090  (—7.294, —3.946)

B. Age slope mean value of living away .066 (.039, .104)

o> Variance of value of living away 18.027 (14.191, 21.998)

0. Autocorrelation of value of living away 974 (.951, .976)
Other:

7 Altruism factor .039 (.031, .042)

v Disutility of work ( x 10%) 4.396 (.0003, 8.608)

15 Monthly discount factor .964 (.959, .974)

NoTE.—Simulated minimum-distance estimator with diagonal weighting matrix. Boot-
strap 90 percent confidence intervals in parentheses.

Labor Market Parameters and Moments

Since this is a search model, a standard identification challenge arises
as a result of the fact that rejected job offers are not observed. In ad-
dition, the two types of jobs do not have directly observable analogues
in the data. To achieve identification, I use a combination of functional
form assumptions for the unconditional and the conditional wage offer
distributions and the structural relationship between the disutility of
labor and the two reservation wages. Eleven moments are used to pin
down these nine labor market parameters. Although all moments are
important for the values of all parameters, certain parameters have more
influence on certain moments. The arrival rate of Stype jobs N is iden-
tified from the probability of working, conditional on not working in
the previous month, and the mean duration of unemployment. The job
destruction rate (§) is identified from the probability of not working,
conditional on working in the previous month. Given the assumption
of lognormality, the experience effect and the parameters of the wage
offer distribution for Stype jobs (uj, 0y, py) are identified from the
mean, variance, and mean growth in the distribution of log earnings,
conditional on having not worked in the previous period. The same
difficulty as in Flinn and Heckman (1982) applies here: it is the distri-
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butional assumptions alone that make it possible to distinguish a model
with low arrival rates and a small mass of offers in the bottom of the
wage distribution from one with a high arrival rate and more low-wage
offers.

The mean and variance for earnings growth when employed in an R-
type job (u,, 0,) are pinned down by the mean and variance of the growth
in log earnings, conditional on working in two consecutive periods, since
in the model this is the only source of earnings growth relative to the
growth in entry earnings. Relative to the parameters for Stype jobs, the
arrival rate and mean wage offer for Rtype jobs (Nj, u) are identified
by second and higher moments of the overall wage distribution across
both types (which have thicker tails than lognormal). I use the mean
(in levels) of wages and variance of log wages.

Conditional on values for the labor market parameters, the disutility
of work v is identified by the average fraction of youths who are working
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in a given month. All of the key labor market characteristics are matched
well by the model and are shown in figure 2.

Preference Shocks and Coresidence Patterns

The model is able to account for the key coresidence patterns in the
data shown in figure 3. The intercept and slope in the mean utility from
independence («,, 8,) are identified from the average fraction of youths
living away from home and the growth in this fraction from age 17 to
22. The linear growth rate of preferences, (3,, is best measured in terms
of the extent to which it accounts for this increase. When f3, is set to
zero, with all other parameters left at their estimated values, the model
generates 29 percent of the increase in the fraction of youths living
away from home. This implies that just over two-thirds of the increase
in the fraction living away is due to an increasing preference for in-
dependence. The other third is driven by purely economic factors: in-
creasing earnings, employment, and the accumulation of assets.

The variance of preference shocks, o2, which determines the amount
of heterogeneity in the relative preference for living away, is identified
from the average difference in earnings between youths living at home
and youths living away from home. Figure 2/ shows that in the cross
section, average earnings of working youths at home and away are sim-
ilar, despite the evidence from Section II.A that earnings are important
for coresidence transitions. If there were no preference heterogeneity
(02 = 0), then all coresidence movements would be driven by earnings
and asset accumulation, and youths living away from home would, on
average, have far higher earnings than youths living at home. As o7
increases, the amount of non-labor market heterogeneity increases.
This additional heterogeneity reduces the cross-sectional away-home dif-
ferential in earnings. As such, a fairly large amount of heterogeneity in
preferences, o7, is needed to match the small difference in earnings
between youths away and at home. Notice that the model is able to
endogenously generate a small part of the gently increasing age profile
of the away-home earnings difference. The reason is that at young ages,
the only individuals who move out are those with a very strong pref-
erence for living away from home (high z). To finance their strong
desire to live away from home, these youths lower their reservation wages
and accept lower-paying jobs than youths who are living at home (and
more often accept Stype jobs rather than wait for R-type jobs). This
selection effect generates a small away-home earnings difference at the
youngest ages. However, as the mean value of independence increases
and youths have time to receive more offers and accumulate assets, the
mix of youths who are living away from home shifts to comprise those
who have received more favorable labor market shocks. The difference
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thus becomes larger at older ages. The high value for o7 ensures that
there are always some low-earnings youths living away from home and
some high-earnings youths living at home, as is implied by the small
overall away-home earnings difference in the data.

The persistence of preferences, p,, is identified by the within-person
time series variation in parental coresidence. Three moments are used:
(i) the monthly autocorrelation of coresidence outcomes, (ii) the frac-
tion of youths who ever move back home at least once by age 22, and
(iii) the mean duration of spells back home. To see why the last moment
is important, consider an extreme environment in which there is no
time series variation in z In this case, the duration back home for a
youth who moves back in response to an unemployment shock will be
similar to the duration of unemployment. The extent to which spells
back home are longer duration than spells out of work helps determine
the extent to which movements back home were triggered by preference
versus labor market shocks. The autocorrelation p, is estimated to be
0.974 at a monthly frequency, which translates to an annual autocor-
relation of 0.73. Thus, although there is a large amount of cross-sectional
variation in the relative preference for living away from home (indicated
by the high value of o.), there is much less within-person time series
variation in preferences. This implies that although non-labor market
heterogeneity plays a large role in explaining cross-sectional differences
in coresidence outcomes, the labor market is the key factor in explaining
individual movements in and out of the parental home.

To illustrate this point, I decompose coresidence patterns in the bench-
mark equilibrium. I do this by performing a standard within-groups/
between-groups variance decomposition for cross-sectional (a) coresi-
dence outcomes and (b) indicator variables for whether a youth moved
in or out of home. These decompositions answer questions of the form:
How much of the fact that one youth moved back home in a particular
month, while another youth did not, is due to the fact that they received
different histories of preference shocks?* I find that only 17 percent of

* Consider the cross-sectional variation in residence states, r. This can be decomposed
asVar [r] = Var[E(r,|z)] + E[Var (r,|2)], where z' denotes the entire history of preference
shocks up to time & The first term is the “between” component: variation in 7, that is due
to cross-sectional differences in the history of realized preferences for living away from
home. The second term is the “within” component: differences in coresidence states that
exist even within groups of individuals who have experienced exactly the same history of
preferences for independence. The fraction that is not accounted for by preferences, and
hence is driven purely by labor market differences, is that due to the within component:
E[Var (r,|Z)]/Var [r]. In order to calculate this fraction, it is necessary to calculate
E[r,|#], which is a high-dimensional object. To do this, two approximations are made.
First, the history is truncated after d periods. Second, I use a flexible nonparametric
estimator for the conditional expectation, E[7,|z, ... ,z_,]. Note that the decomposition
could also have been specified in terms of histories of labor market shocks, w". The reason
for preferring the decomposition in terms of preferences is that there is much less history
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cross-sectional differences in coresidence are accounted for by labor
market shocks. However, a far greater fraction of movements in and out
of home are due to labor market events: 35 percent of movements back
home and 72 percent of movements out of home.

An alternative way to assess the relative importance of the labor market
and preferences for coresidence is to compare the benchmark model
with a counterfactual environment where preference shocks are shut
down but preference heterogeneity is retained. This is done by leaving
all parameters at their estimated values, except for the transition matrix
for preferences, which is replaced with an identity matrix. Hence, in-
dividuals do not experience changes to their value for z over time. I
find that without shocks to preferences, the model generates 30 percent
of the number of youths who ever move back home, suggesting that
labor market shocks account for around one-third of spells back home
by this measure.

Altruism Factor and Transfers

The altruism factor 7 is identified by the average level of financial trans-
fers from parents to youths in a given year. As discussed in Section III.B,
the optimal transfer decision is directly influenced by the weight that
parents place on their children’s utility. Figure 3D shows that the model
does well in matching this average level and also the downward-sloping
trend with age. The estimated value for 7 is 0.04.

This good fit for the average level of transfers masks cross-sectional
variation in financial transfers that the model fails to capture well. In
particular, the model generates a lower fraction of youths who receive
a positive transfer compared with the data and a higher level of transfers
conditional on receiving a positive transfer than in the data. The reason
is due to the homotheticity of preferences that derives from altruism.
This effect is easiest to see in the simpler static version of the model in
Appendix C, where I show that the combination of altruism and identical
preferences for youths and parents implies that transfers increase lin-
early with parental income. In the data, however, transfer amounts are
relatively flat with parental income. To simultaneously match the overall
level of transfers, the high fraction of youths receiving positive transfers,
and flat transfers with parental income, the model would need to be
changed in a way that could generate nonlinear Engel curves for par-

dependence in the effects of z than w, for the reasons discussed in the text. The calculation
is done with d = 3, and the results are unchanged if a larger value is used.



MOVING BACK HOME 485

ents’ expenditures on youths. One such modification would be to allow
for different curvatures of utility for the two generations.*

Discount Factor and Wealth

The discount factor 8 is identified from the mean level of assets at age
20. The extent to which assets are accumulated during these years, given
the amount of risk that youths face and the implicit insurance from
parental transfers and coresidence, identifies the degree of impatience.
Expressed annually, the estimated discount factor is fairly low: 0.66,
which reflects both (i) the relatively small degree of asset accumulation
between ages 17 and 20 that is observed in the data and (ii) the pro-
pensity for many youths in the model to accept Stype jobs rather than
waiting for Rtype jobs, given the estimated differences in the long-term
earnings growth that they generate.”

C. Effect of Labor Market on Coresidence Dynamics

The key economic forces in the model are those that relate the labor
market to coresidence dynamics. Yet the only moment used in estimation
that contains joint information on the labor market and coresidence is
the cross-sectional difference in average log earnings between youths
living at home and youths living away from home. This leaves open the
possibility of using data on coresidence movements, conditional on labor
market status, as an informal overidentification test of the mechanisms
at work in the model. Table 7 shows the effect of employment status
on the monthly probability of moving in and out of home in the data
and in the estimated model. The model generates employment effects
on the probabilities of moving that are of a similar magnitude but
stronger than in the data.

* There are other simple changes to the model that would yield one extra parameter
that could be used to match the fraction of youths receiving a positive transfer and the
average level of transfers conditional on being positive. For example, one change would
be a simple iceberg cost of transferring resources from the parent to the youth. However,
such a mechanism would be somewhat artificial. Estimation of such a model would yield
extremely altruistic parents (to match the high fraction of youths who receive transfers)
and an extremely high cost of transferring resources (to match the low transfer amounts).
An alternative modification to the model would be to allow for a negative correlation
between altruism and parental income.

# Many other studies in a variety of contexts also suggest that males in this age group
are relatively myopic. See Gruber (2000) for recent examples.
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TABLE 7
MoNTHLY PROBABILITY OF CORESIDENCE TRANSITIONS, BY LABOR MARKET
StaTus (%)

Move Back HoMmE Move Out orF HoME

Data Model Data Model

Overall 3.4 2.2 2.4 1.7
Working 3.1 1.7 2.7 2.3
Not working 4.9 4.2 1.9 5
Difference —-1.8 —-2.5 +.7 +1.8

V. Putting the Model to Work
A.  Coresidence as Insurance
Measuring Insurance against Shocks

Consider a youth and a parent at the beginning of period ¢, after the
realization of the shock (w, j, z,) for that period. Recall that the state
variables in the MPE are x, = (a, r,_,, w, 2z, j, I), with a corresponding
value function Y(x,) for the youth. I measure insurance as the degree
to which a youth is indifferent between particular realizations of a
shock.”® Focusing on job destruction as a shock, define the difference
in continuation values due to a job loss as

A/(x/) = I//(an 7/,1, wla Z/’jp I) - Yl(ap Tt*l’ 07 Z/’jp I)

A youth is fully insured against a job loss if he is indifferent between
losing and not losing his job; that is, if A(x,) = 0. When a youth is not
fully insured, we can define the degree of partial insurance, £(x,), as
the compensating asset variation that is necessary to make him indif-
ferent between losing and not losing the job:

Yt(ar + gv Y15 O’ ann I) - Y,(dl, 1, O’ ann I) = Al(xl)'

Thus, £(x,) is the answer to the question of how much additional wealth
we would have to give a youth with state vector x, to make him indifferent
about becoming jobless.

Now consider a modification to the environment that removes a par-
ticular insurance channel. Denote the analogous continuation value
difference in the resulting MPE as A (x,). Once again, define the extent
of partial insurance, £ (x,), as the compensating asset variation for the
job loss but valued according to the value functions in the benchmark
equilibrium:

* This definition of insurance departs from some of the existing literature, by defining
perfect insurance as a state of indifference rather than as equalization of the marginal
utility of consumption. I refer to this alternative definition as consumption insurance and
examine the consumption response to shocks in Sec. V.B.
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Yt(at + ét’ Y15 09 Zt’jt’ I) - Yz(an 1> 0, ann I) = AAt(‘xt)'

The reason for using the value functions from the benchmark equilib-
rium is that we want to express the value differences in the benchmark
and alternative environments using the same units. However, since the
marginal value of assets may differ across the two equilibria, if we were
to calculate £ as the compensating asset variation implied by Y, we would
risk concluding that the utility loss from losing a job in one environment
is larger than in another simply because assets are not very valuable in
that environment.”” The way that £ has been defined, it will always be
the case that Et(x) = £(x,) whenever A,(x) = A/x,). We can then define
the value of a particular insurance channel against the loss of a job at
x, as the proportionate increase in the cost of a job loss due to removing
that channel:

E(x)

There are at least two sets of benefits to measuring insurance in this
way.

Substitution of independence for consumption—Measuring insurance in
terms of the smoothness of consumption is not appropriate (although
I do this below, in order to connect with the existing literature, which
has largely focused on this measure) since youths can adjust the inputs
to their own welfare (consumption, labor supply, independence) in
response to exogenous shocks. Consider, for example, a youth who
moves back home as a result of a job loss shock. This youth is unam-
biguously worse off as a result of the shock (since he could always have
quit his job), but his consumption may actually increase due to the
public consumption in the parental home and reduction in housing
costs. For this youth, the welfare cost of the job loss is not realized
through a drop in consumption but rather through a loss of indepen-
dence. However, if he were restricted from moving back home, he would
retain his utility from independence but suffer a drop in consumption;
Q(x,) takes both components of welfare into account, trading them off
in the same way that the youth himself would.

Absence of level effects—An arguably more standard way of measuring
the welfare costs from the removal of insurance channels would be to
simply compare the equilibrium value functions in the two environ-

Q(x) =

¥ Consider, e.g., the case of removing unemployment insurance. Without unemploy-
ment insurance, assets are particularly valuable, so even if the utility loss from losing a
job is large, the amount of assets that would be needed to compensate for the job loss
may be small. Removing an insurance channel affects (i) the level of continuation values,
(ii) the difference in continuation values between having and not having a job, and (iii) the
marginal continuation value of additional assets. The measure of insurance defined in
this section is designed to measure only the second of these effects.
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ments. However, this comparison confounds two differences across the
environment: differences in the overall level of welfare and differences
in how welfare is affected by shocks. The insurance value of the change
in the environment is only the latter effect, which is what £,(x,) measures.
This distinction is particularly relevant in this model since the presence
of public consumption inside the parental home and the existence of
housing costs mean that the removal of the option of coresidence re-
duces the opportunity set for consumption. Even in a world without
shocks, a youth would be worse off if he could not live at home, simply
because there is less consumption available. The size of this effect is
directly linked to the level of public goods in the parental home, de-
termined by ¢. However, in this paper I am interested in the second of
these two effects: not the value of coresidence, per se, but the com-
ponent of that value that is related to the effects of other shocks (e.g.,
job loss, wages) on welfare.

Welfare Cost of a Job Loss

I use the estimated model to calculate the value of different insurance
channels for a typical 21-year-old male at different parts of the parental
income distribution. I consider the welfare cost of a job loss for a youth
with the mean preference for living away from home, the mean assets
of this age group (approximately $1,000), and the mean earnings of
this age group (approximately $2,000 per month). I do this separately
for a youth who is working in an S$type and an R-type job.

Table 8 displays the results of these calculations for an Stype job in
panel A and an R-type job in panel B. For each parental income group,
the first two rows show the welfare cost of losing a job in the benchmark
MPE. Expressed in terms of assets, the welfare costs of a job loss are
around $3,400-$5,300 for an Stype job and are declining with parental
income. These welfare costs translate to an immediate onetime transfer
that is equivalent to between 2 and 3 months of earnings. This is con-
sistent with an estimated arrival probability for Stype jobs of 0.4. For
an Rtype job, the welfare costs of a job loss with similar earnings are
around three to five times larger and are increasing with parental in-
come. The larger welfare costs reflect the higher future earnings growth
that is lost when these jobs are lost, together with the fact that the arrival
probability is around 10 times lower than for an Stype job.

The next three rows of each panel show how much these costs are
increased by the removal of insurance channels. Removing the option
to move back home increases the cost of a job loss substantially, but this
effect decreases strongly as we move up the parental income distribution.
The value of moving back home as insurance, as measured by (, is a
factor of 20.9 (12.4) for a youth from the bottom quartile of the parental
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TABLE 8
CosT oF JoB Loss AND VALUE OF INSURANCE

PARENTAL INCOME DISTRIBUTION
Quartile 1 Quartile 2 Quartile 3 Quartile 4
A. Youth with $Type Job

Cost of job loss, &

Compensating asset transfer %) 5,300 4,900 3,800 3,400

Number of months of earnings 2.9 2.7 2.1 1.9
Value of insurance channels, Q;

Option to move back home 20.9 33.1 4.7 3.1

Financial transfers 1.0 1.0 1.4 1.7

Unemployment benefits 2.6 2.5 3.7 4.1

B. Youth with R-Type Job

Cost of job loss, &,

Compensating asset transfer ($) 16,000 16,700 17,800 18,400

Number of months of earnings 7.4 7.7 8.2 8.5
Value of insurance channels, Q;

Option to move back home 12.4 15.4 5.1 4.2

Financial transfers 1.0 1.0 1.2 1.3

Unemployment benefits 1.6 15 1.6 1.6

Note.—Values for a 2l-year-old youth with median preference for living away from
home and assets of $1,000; Stype job is for a youth with monthly earnings of $1,830, and
Rtype job is for a youth with monthly earnings of $2,170. Values of insurance (Q,) are
expressed as multiple of cost of job loss (&)).

income distribution with an S$type (Rtype) job and decreases to 3.1
(4.2) for a youth from the top quartile. The main reason for these
differences is that without the option for youths to move back home,
wealthier parents compensate by increasing financial transfers when a
youth becomes unemployed, while poorer parents cannot afford to do
so. So the insurance value of being able to move back home is largest
for those with the poorest parents, notwithstanding the fact that the
level of public consumption provided in the parental home increases
as we move up the parental income distribution.

Accordingly, the value of financial transfers moves in the opposite
direction with parental income. Since youths with low parental incomes
are less reliant on financial transfers for insurance in the benchmark
equilibrium, removing this channel has only a small effect on the welfare
cost of a job loss and virtually no effect for those in the bottom half of
the distribution regardless of the type of job. However, for youths from
wealthy families, the cost of removing financial transfers is larger: a
factor of 1.7 (1.3) for a youth from the top quartile of the parental
income distribution with an Stype (Rtype) job. There are two contrib-
uting factors to the higher insurance value of financial transfers for
these youths. First, restricting transfers has the direct effect of reducing
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their net income available for consumption. Second, restricting transfers
forces some youths from wealthy families to move back home upon
losing a job, reducing their utility from independence.

To put the size of these numbers into perspective, the last row of each
panel in table 8 shows the value of the unemployment benefit as a
channel of insurance in the model. Recall that unemployment is a $500
monthly benefit that is paid to all youths in any months that they are
not working. Focusing on the loss of an Stype job (panel A), we see
that for youths from the top half of the parental income distribution,
the value of the option to move back home as an insurance channel is
of a similar order of magnitude as the value of the unemployment
benefit. However, for youths with poorer parents, the option to move
back home is far more valuable than either financial transfers or un-
employment benefits.

B.  Consumption Response to Shocks

An alternative way to measure the value of insurance is to focus exclu-
sively on consumption fluctuations and ignore compensating gains in
utility from increased leisure (and reinforcing drops in utility from the
loss of independence). Much of the existing literature on insurance
against labor market shocks has followed this approach. In particular,
Blundell et al. (2008) use data from the CEX and the Panel Study of
Income Dynamics to measure the extent to which household consump-
tion responds to household-level income shocks in the United States.
Kaplan and Violante (2010) compare their findings with the predictions
from a model in which the only mechanism for smoothing consumption
is self-insurance through a risk-free security. They find that in such a
world, consumption responds substantially more to income shocks than
in the US economy, particularly for young households and for house-
holds that are borrowing constrained. In this section, I provide some
indirect evidence that coresidence may constitute one of the additional
mechanisms that young workers use to smooth consumption.*

Table 9 reports the average percentage drop in consumption asso-
ciated with a job loss. In the benchmark equilibrium, this drop is 28
percent. When the option to move back home is removed, the con-
sumption response from a job loss in the resulting equilibrium increases
by 4 percentage points to 32 percent. When youths are restricted from
living with their parents altogether, the consumption drop almost dou-
bles to 53 percent. These findings suggests that coresidence has a sig-

% In this model, household formation is endogenous, and the focus is on individual-
level consumption by the youth, whereas in the CEX data, households are taken to be a
fixed unit, and consumption is measured at the household level. It is not possible to
calculate corresponding individual-level consumption drops directly from CEX data.
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TABLE 9
AVERAGE PERCENTAGE DROP IN CONSUMPTION IN RESPONSE TO LOSS OF A JoB

PARENTAL INCOME DISTRIBUTION

OvVERALL  Quartile 1 ~ Quartile 2  Quartile 3 ~ Quartile 4

Baseline model:

All .28 .35 .26 .28 24

High z, .53 .61 .58 .50 45

Lower z, 23 .30 .20 24 .20
Alternative models:

No move back .32 .39 .33 .29 .26

No coresidence .53 .58 .58 .50 44

No transfers 23 .35 .26 18 .14

nificant impact on the ability of youths to smooth consumption, through
economies of scale and savings on direct housing costs.

However, the same cannot be said for financial transfers. When fi-
nancial transfers are restricted, the consumption response to a job loss
decreases by 5 percentage points. The reason is that removing financial
transfers causes many youths to delay moving out of home, or to im-
mediately move back home upon losing their job, since their parents
cannot provide direct financial support. This means that relative to the
benchmark, the utility drop from the loss of a job is realized through
a loss of independence and not through a fall in consumption.

Table 9 also reports how these drops in consumption vary across the
parental income distribution. The importance of the option of moving
back home for consumption smoothing is most pronounced for youths
from the poorest families. Restricting financial transfers has almost no
effect on consumption drops for youths from the poorest families since
these youths are not heavily reliant on financial transfers in the bench-
mark equilibrium. However, youths from the wealthiest families have
large declines in the effect of a job loss on consumption when transfers
are restricted since in the benchmark equilibrium they are heavily reliant
on transfers to be able to live away from home.

A proxy for the option to move back home—Structural estimation of the
model parameters revealed both a high autocorrelation and a cross-
sectional variance for the direct value of living away from home, z,. This
combination of parameters means that in the model there exist some
simulated youths who have a very strong preference for a particular
living situation, regardless of their labor market shocks. In particular,
there are some simulated youths with a preference for living away from
their parents that is so high that they will do so regardless of their labor
market outcomes, at all ages. This feature of the model turns out to be
useful for measuring the effect of the option to move back home. In
the data, it is only possible to observe youths who actually do move back
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home, rather than youths who have a feasible option of moving back
home should the need arise. However, in the model one can interpret
a youth with a very high value for z, as effectively not having an option
to move back home. Since z; is orthogonal to the realization of labor
market shocks, these youths can be used as a control group for studying
the effect of the option of living with one’s parents on behavior.

I consider youths whose value of z;, is in the highest category through-
out the sample period as the control group. The highest category is
such that no youth in this category ever lives at home, regardless of
other simulated state variables. In this sense, these are indeed youths
without the option to live at home. Table 9 reports that consumption
drops from a job loss separately for these youths (labeled high z,) and
all other youths (labeled low z,). The results indicate that those youths
without the option to move back home suffer consumption drops upon
job loss that are on average 25-31 percentage points larger than for
youths with this option, with the effect declining in the level of parental
income.

C. Labor Market Outcomes

Implications for Labor Elasticities

Rios-Rull (1996), Gomme et al. (2004), Jaimovich and Siu (2009), and
Dyrda et al. (2012) have all provided empirical evidence that the con-
tribution of low-skilled young workers to aggregate labor market fluc-
tuations is disproportionately large. In this section, I argue that rec-
ognizing that young people can have the option to live with their parents
can shed light on this evidence and provides a partial explanation for
these findings.

In models with a discrete individual labor supply decision, the ag-
gregate labor supply elasticity is determined by the sensitivity of the
distribution of reservation wages to changes in the distribution of wage
offers (Chang and Kim 2007). In general, this elasticity is large whenever
there is a large mass of workers with reservation wages near their current
offered wage; that is, a large number of workers are close to being
indifferent about working at their offered wage.

When youths do not have the option to live at home, fewer young
workers are marginal: a higher fraction of all job offers are accepted,
leaving less room for labor supply to respond to changes in the distri-
bution of wage offers. When youths have this option, those who choose
to live at home have access to public consumption, even when they are
not working. This results in a larger number of offers being rejected:
a greater fraction of young workers are nearly indifferent about ac-
cepting job offers.
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TABLE 10
IMPLIED LABOR ELASTICITY IN MODEL: JOB ACCEPTANCE PROBABILITIES

PARENTAL INCOME DISTRIBUTION

OvVERALL  Quartile 1  Quartile 2 Quartile 3 ~ Quartile 4

Baseline model:

All .26 .25 .25 .26 .27
Home (r,_, = 0) 24 24 24 24 .25
Away (1,., = 1) .32 .32 31 31 .33
High z, 31 .30 .30 .30 .33
Lower z, .25 .25 24 .25 .26
Alternative models:
No coresidence .30 .29 .29 .30 .33
No transfers .25 .25 .25 .26 .25

To illustrate the potential size of these effects, table 10 reports the
elasticity of labor supply with respect to a job offer, &°, which is defined
as the probability of accepting an offer, conditional on receiving one
while unemployed: &’ = Pr (h, = 1|w,> 0, w,_, = 0). The overall prob-
ability that an offer is accepted in the baseline model is 0.26. However,
there is a large difference between youths living at home and youths
living away from home: the acceptance rate for youths living at home,
0.24, is 25 percent lower than for youths living away from home, 0.32.
A corollary is that when coresidence is ruled out, the overall acceptance
rate increases substantially to 0.30. Exploiting the differences in behavior
between youths with low values versus high values of z,, as in the previous
section, yields a similar finding, a difference in acceptance rates of
around 20 percent.

In contrast, when financial transfers are restricted but coresidence is
allowed, the probability of accepting an offer slightly declines, relative
to the benchmark. This is because without financial transfers, a number
of youths from wealthy families delay departure from the parental home.

Implications for Earnings

In addition to affecting short-term labor supply decisions, the option
to live at home can have important implications for longer-term labor
market outcomes. There are two channels through which this happens
in the model. First, as discussed above, the option to live at home leads
youths to raise their reservation wages and wait longer for better initial
wage draws. Since there is a substantial degree of persistence in wages
in both the model and the data, this leads to higher earnings at later
ages. Second, the option to live at home makes it more likely that a
youth will work in an R-type job, which are the jobs that generate wage
growth. This happens because (i) offers for R-type jobs arrive less fre-
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TABLE 11
LABOR MARKET OUTCOMES AT AGE 23

PARENTAL INCOME DISTRIBUTION

OvVERALL  Quartile 1 ~ Quartile 2  Quartile 3 ~ Quartile 4

A. Fraction in RType Job (%)

Baseline model:

All 22.1 21.8 23.1 20.4 23.4

High z, 19.7 18.2 23.2 14.1 23.4

Lower z, 22.6 22.5 23.1 21.6 23.3
Alternative models:

No coresidence 20.6 18.7 20.4 19.4 24.0

No transfers 21.7 21.8 23.1 20.0 21.8

B. Median Monthly Earnings ($)

Baseline model:

All 2,040 1,960 2,070 2,060 2,055

High z, 1,990 1,850 1,960 2,040 2,140

Lower z, 2,050 1,990 2,100 2,070 2,040
Alternative models:

No coresidence 1,940 1,830 1,915 2,010 2,040

No transfers 1,930 1,870 1,960 1,980 1,930

quently than S-type jobs, so on average a longer period of unemployment
must be suffered before such an opportunity arises, and (ii) R-type jobs
have riskier and delayed payoffs, both of which are more palatable to
youths who have the option of living with their parents.

Table 11 reports results on the quantitative magnitude of these effects
from the estimated model. Panel A shows the fraction of working youths
who hold an R-type job at age 23. Overall, this fraction is 22.1 percent.
When the option to live with one’s parents is removed, this fraction
drops to 20.6 percent. This means that without coresidence there would
be around 7 percent fewer youths working in riskier, high-growth jobs,
for the reasons discussed above. Using preferences for living in the
parental home, z,, as a proxy for the option to move back home yields
slightly larger effects: 22.6 versus 19.7 percent, which is an increase of
around 15 percent. Panel B of table 11 shows that these differences in
job acceptance decisions manifest as higher wages for youths with the
option to live at home. When the possibility of coresidence is allowed,
youths have wages that are on average 5 percent higher than when
youths are precluded from living with their parents.

D. Savings Behavior

In this section, I illustrate how the Samaritan’s dilemma (Bruce and
Waldman 1990) implicit in the model of altruism and financial transfers
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TABLE 12
AVERAGE ASSET HOLDINGS AT AGE 23, RELATIVE TO BASELINE MODEL

PARENTAL INCOME DISTRIBUTION

OvVERALL Quartile 1 Quartile 2 Quartile 3 Quartile 4

Average assets at age 23 ($) 6,550 6,825 6,900 6,100 6,530
Change from baseline (%):
No move back 16 18 22 14 12
No coresidence 1 0 6 2 -3
No transfers 10 3 3 17 17

distorts youths’ savings behavior. The effect is reminiscent of the findings
in Hubbard et al. (1995), who showed that the asset-based means testing
in the US social insurance system provides a disincentive to accumulate
private savings and can thus help explain the low observed savings rates
of households with low lifetime earnings. For young people, the implicit
conditioning of parental transfers on youths’ assets has an analogous
effect.

These effects are illustrated in table 12, which reports average asset
holdings at age 23 in the benchmark model and the percentage dif-
ference in the counterfactual economies with each dimension of pa-
rental support removed. When the option to move back home is re-
moved, average asset holdings increase by 16 percent. Without this
option, youths have a stronger incentive to accumulate wealth for pre-
cautionary reasons. Similarly, when financial transfers are removed, av-
erage assets increase by 10 percent. Youths in the bottom half of the
parental income distribution are more reliant on the option to move
back as a form of insurance than on direct financial assistance; hence,
their savings are more distorted by the former channel than the latter.
Youths in the top half of the parental income distribution rely more
heavily on financial transfers, so the reverse is true for this group. Note
that coresidence plays an important role in these counterfactual savings
outcomes, even in the experiment in which financial transfers are re-
stricted. In this economy, coresidence rates increase, particularly at youn-
ger ages, which provides youths with the means to accumulate the pre-
cautionary savings that will compensate for the lack of future transfers.

Removing the possibility of coresidence entirely has two offsetting
effects on youth savings. On the one hand, without the option to live
at home there is a stronger precautionary motive for savings. On the
other hand, not being able to live at home leads to a large cost in terms
of current resources, from both rent obligations and the lack of public
goods in the parental home. This makes it more difficult to save. On
average, the two effects approximately cancel out, and the effect on
overall savings is around 1 percent.
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VI. Conclusions

In this paper I have argued that the option for young people to live
with their parents is a valuable channel of insurance against labor market
risk, with important implications for behavior. Being able to live with
their parents allows young people to search longer for jobs that have
better prospects for future earnings growth. By reducing the consump-
tion response to labor market shocks, the option to live at home can
help explain why young households appear to have access to insurance
possibilities over and above that implied by self-insurance through sav-
ings. Through its effect on the incentives to accumulate precautionary
savings, parental support can generate a plausible mechanism for ex-
plaining the low savings rates of low-skilled youth. By raising the res-
ervation wages of young people, the option to live at home can help
explain the high aggregate labor elasticity of young workers.

At a policy level, the implications of parental coresidence are poten-
tially far-reaching. The fact that living arrangements respond endoge-
nously to the realization of labor market shocks suggests the possibility
of substantial crowding out by social insurance programs. Since many
public programs are designed to insure against the same types of idi-
osyncratic labor market shocks that living arrangements respond to, it
is important to consider the impact on coresidence when evaluating
their welfare implications. Examples of policies that condition on living
arrangements include those that require means testing at a household
level (e.g., food stamps) and those that link benefit entitlement to the
structure of households (e.g., Temporary Assistance for Needy Families).

Appendix A
Data and Sample Selection
A.  National Longitudinal Survey of Youth 1997

The sample is drawn from the NLSY97, which is a longitudinal survey of 8,984
individuals from the cohort born between 1980 and 1984. The survey contains
extensive information on labor market behavior and educational outcomes, to-
gether with detailed information on the youth’s family and community back-
ground. Interviews have been conducted approximately annually since 1997.

Coresidence Variables

In principle, information about parental coresidence in the NLSY97 may be
obtained in two ways. The simplest way is through the household roster, which
records the relationship to the youth of all individuals living in the household
at the time of the interview. However, using the household roster as the basis
for coresidence information has two problems. The first is that it provides only



MOVING BACK HOME 497

an (approximately) annual snapshot of living arrangements. This means that
using the household roster does not allow one to observe the circumstances
that surround any change in living arrangements. The second problem with
using the household roster is that it does not necessarily correspond to the
current residence of the youth. Rather, it refers to the residence that the youth
considers to be his primary residence. For example, a youth who has recently
moved out of home may report not living with either of his parents but still
report that his parents’ home is his primary residence. The rosters are thus not
reliable indicators of current residential status, particularly for youths whose
coresidence status has recently changed.

Instead, I focus on the set of retrospective questions about monthly coresi-
dence that were asked in rounds 2-6 (1998-2002). At each interview, these
questions asked respondents to list each period of 1 month or more in which
they lived separately from each of their parents. A parent is defined in the
NLSY97 as a biological, step, adoptive, or foster parent.

This specific wording of the retrospective monthly coresidence questions dif-
fered slightly across waves. The main differences are that in the first five rounds,
the respondent is given a list of each calendar month since the previous interview
and asked about coresidence status in each of the months. However, in round
6 the youth is instead asked to report directly the calendar months in which
changes in coresidence status took place. For each parent figure, the youth was
asked the following set of questions:

Rounds 2-5 (1998-2001) —“Now I'm going to ask you about your parents and
any other people you consider to be parent figures. I will ask about each parent
separately. My computer tells me that at the time of your last interview, you were
living [under joint custody/blank] with your [mother (figure)/father (fig-
ure) | [name]. Was this information correct on [date of last interview] when we
had your last interview?” Questions are then asked about updating any changes
in the parent’s characteristics from the previous wage:

Are you currently living with [him/her] full-time, living with [him/her] as
part of a joint custody arrangement, or not living with [him/her] at all?
Since [date of last interview], has there been a continuous period of one
month or more when you and your [mother (figure)/father (figure)] lived
in different places? If you were temporarily away at summer camp, but lived
with your [mother (figure)/father (figure)] before and after that time,
please include those months as months you were living with [him/her].

Since [date of last interview] what months have you lived with your
[mother (figure)/father (figure)] at least some of the time? If you were
temporarily away at summer camp or on vacation, but lived with your
[mother (figure) /father (figure)] before and after that time, please include
those months as months you were living with [him/her].

Now I'd like to ask you about parents and parent figures you weren’t
living with at the time of our last interview. Since [date of last interview],
has there been a continuous period of one month or more when you and
your [mother (figure) /father (figure) ] lived in different places? Since [date
of last interview] what months have you lived with your [mother (figure)/
father (figure)] at least some of the time? If you were temporarily away at
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summer camp or on vacation, but lived with your [mother (figure) /father
(figure) | before and after that time, please include those months as months
you were living with [him/her].

Round 6 (2002).—“Since [date of last interview], has there been a continuous
period of one month or more when you and your [mother (figure)/father
(figure) ] lived in different places?” “Since [resparldatefill] what month did you
[resparentlfirstnext] stop living with your [mother (figure)/father (figure)]?
What month did you [resparentlfirstnext] start living with your [mother (fig-
ure) /father (figure)]?” “Was there another period of a month or more when
you did not live with your [mother (figure)/father (figure)]?” This group of
questions is then repeated in a loop.

By piecing together the responses to these coresidence questions across
rounds, it is possible to reconstruct a monthly panel of parental coresidence
outcomes for each respondent. A youth is defined as living away from his parents
in a given month only if he is observed to be not living with any of his living
parent figures for the entire month. Conversely, a youth is defined to be living
at home if he reports living with at least one parent figure at any point during
the month. This implies that only spells away from home that are longer than
1 month’s duration are considered to be valid spells in the analysis, and all
spells back home will be recorded as lasting at least 1 month.

Labor Market Variables

Labor market variables in the NLSY97 are constructed from three sources: (i) the
employer roster, which records details about each job that the youth has held;
(ii) the employment event history, which is a weekly record of which employers
the youth worked for in a given week; and (iii) created variables for total hours
worked in the week and hourly compensation for each job in each week. The
challenge is to construct monthly variables for employment, hours, and earnings
from these weekly data. To do this, I define a week as falling in a particular
month if the start date was on or before the twenty-eighth of the month (twenty-
fifth for February). This means that each month has either 4 or 5 assigned
weeks.

A youth is defined as working in a particular month if he or she is recorded
as working for at least one employer during at least 1 week in that month.
Monthly earnings for working youths are defined as 52/12 times average weekly
hours in that month, multiplied by average hourly compensation, where the
averages are taken across all jobs and all working weeks in the month. Where
hours are missing but wages are available and the youth reports working full-
time, 40 hours are assumed. Some youths report unrealistically high wages and
hours. I deal with this misreporting by setting weekly hours from above 100 to
100 and hourly wages from above $75 to $75, in 2007 dollars. None of the results
are sensitive to the choice of these thresholds.
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Asset Data

From round 4 onward, information about assets and debts was only collected
from youths in the first interview after they turn 20 or 25. This means that for
the relevant ages in the sample, asset information at age 20 is the most useful.
However, in the first three rounds, the NLSY97 collected information on all
independent youths. Having finished school, living alone, or being 18 are each
sufficient to be considered independent. Thus, in the first three waves, asset
data are available for all youths in the sample. My measure of assets includes
all financial assets and vehicles less financial debts and money owed in respect
to vehicles owned. Financial assets include businesses, pension and retirement
accounts, savings accounts, checking accounts, stocks, and bonds. There is some
top coding in the data: the top 2 percent in each category is set at the average
of that group.

Transfers Data

In rounds 1-7, youths also reported parental transfers in the past year. Aside
from allowances and parental loans, respondents stated the amount of money
they received from each parent or guardian. Example questions for parental
transfers include, “Other than allowances, did your (mother/female guardian)
give [you/you or your spouse/partner] any money during 2002? Please include
any gifts in the form of cash or a check but do not include any loans from your
(mother/female guardian).” And, “How much money did your (mother/female
guardian) give [you/you and your spouse/partner] during 2002?”

The transfers data are top coded for the top 2 percent of the sample. In my
baseline sample, 32 percent of male youths report receiving a positive amount
of financial transfers in the past year. Among those reporting positive transfers,
the mean (median) amount received was $1,120 ($450).

Unfortunately, information about negative transfers (payments from youths
to their parents) was only collected in round 1. In the first round, respondents
were asked whether they made regular payments to their parents during the
previous year. For respondents living at home, this survey collected information
on money paid for room and board. These questions were discontinued from
round 2 onward.

Sample Selection

The baseline sample restricts attention to youths who are never observed to
participate in any type of postsecondary education (sample A). As discussed in
the main text, to address the potential concerns regarding endogeneity of the
education decision, I also compare the results from this sample with those from
two alternative samples that implement the restriction to low-skilled youth in
different ways. Sample B selects on the basis of low test scores, which are a strong
predictor of future college participation. This is done by retaining only youths
who scored in the bottom quartile of the combined Armed Services Vocational
Aptitude Battery, as constructed by NLS staff. The tests were administered before
the first wave, during the NLSY97 screening process. Hence, selection in this
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TABLE Al
NUMBER OF RESPONDENTS LOST AT EACH STAGE OF SAMPLE SELECTION
Number Number
Lost Remaining

Raw National Longitudinal Survey of Youth 1997 4,599
Drop respondents with 1998 interview missing 316 4,283
Drop respondents still in high school 740 3,543
Drop respondents observed in postsecondary education 1,683 1,860
Drop respondents with gaps in coresidence data 16 1,844
Drop respondents who ever have all parents dead 17 1,827
Drop respondents ever in military 131 1,696
Drop respondents ever in jail 124 1,572
Drop respondents ever in a shelter for homeless/abused 3 1,569
Drop months at age 17 9 1,560
Drop respondents with gaps in employment data 69 1,491
Final sample 1,491
Month-youth observations 36,222
Mean observations per person 24.3
Median observations 21

sample is based on a purely exogenous variable, and there are no issues of
endogeneity of education. Sample C is less restrictive than the baseline sample.
Rather than dropping any youth who is ever observed to participate in postsec-
ondary education of any type, I only drop youths who are “traditional” college
participants—those youths who start college immediately after graduating from
high school or within 1 year of graduating. The purpose of sample C is to retain
youths who may attend college part-time.

The NLSY97 is itself not representative, due to an oversampling of black and
Hispanic youths, as well as nonrandom attrition. Hence, in all estimations I use
a custom set of cross-sectional weights to account for oversampling and attrition
for 1997-2002. The weights are based on the characteristics of youths who are
present in all six rounds (1997-2002). See http://www.nlsinfo.org/web-investigator
/custom_weights.php for information on the construction of customized weights
for use with the NLSY97 (see table Al).

Data Moments for Estimation

Table A2 reports the 21 moments used in estimation for the three samples.

B.  Current Population Survey

I use the Basic Monthly Surveys from the CPS from 1979 to 2010. I adopt the
CPS definition of a household: all persons who occupy a dwelling unit. A dwelling
unit is defined as “a room or group of rooms intended for occupation as separate
living quarters and having either a separate entrance or complete cooking fa-
cilities for the exclusive use of occupants.” This definition largely coincides with
the notion of a household from the point of view of economic theory. An
individual is considered to be living with his or her parents if his or her rela-
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TABLE A2
MoMmENTS USED IN ESTIMATION
Sample A Sample B Sample C
Labor market moments:
Mean earnings 2,221 2,224 1,999
Mean log earnings 7.462 7.464 7.348
Variance log earnings .486 493 .516
Mean log entry earnings 7.187 7.191 7.096
Variance log entry earnings .534 .581 .507
Growth mean log earnings 104 .096 .064
Growth mean log entry earnings .106 104 .067
Variance growth log earnings .508 .531 .613
Fraction not working 244 237 .307
Probability stop work .043 .042 .049
Probability start work 154 153 d21
Mean unemployment duration 5.287 5.322 6.834
Coresidence moments:
Fraction living away .298 .298 .265
Growth in fraction living away .058 .059 .048
Fraction ever moved back .396 .386 .347
Autocorrelation coresidence 933 931 .932
Away-home log earnings difference .164 .146 .153
Growth away-home log earnings difference .034 .026 .076
Mean duration back home 175 17.5 19.0
Other moments:
Mean transfers, including zeros 357 392 521
Mean assets age 20 3,664 4,597 4,031

tionship to the household head is that of child. The data are de-trended with
a Hodrick-Prescott filter, allowing for a structural break in January 1991 to ac-
count for updating the census-based population weights that induced a discrete

change in the number of different types of individuals.

Appendix B

Details of Econometric Model for Duration Analysis

Consider a setting where time, ¢ € (0,%), is continuous and a youth who is
currently living away from home has individual characteristics (possibly time
varying) given by X, Denote the hazard of moving back home by 6(; X)). I
assume a proportional hazards representation, where the log hazard is separable
between a baseline time-varying hazard, 0,(¢), and a linear function of X;:

0(t, X) = 0,(t)e"™.

The survivor function is thus given by

t

S@t, X) = exp —eB’Xf 0,(s) dsf .
0

Since the data are discrete and organized in months, we can only observe that
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a youth moved back during a particular month. It is thus useful to derive the
discrete time hazard of moving back home in a given month. Define month ¢
as the month between time {— 1 and & Then the hazard during month ¢ is

t

h(X) =1—exp [—e‘mj 0,(s) ds) .

+1
If we define v, = log (i 0,(s) ds] as ameasure of duration dependence (it reflects
the integrated baseline hazard during month ¢), then we can write the discrete
time hazard as
log{—log[1— 2(X)]} = B'X,+,,

which is a complementary log-log regression. I estimate the parameters ¢ and
report ¢®. This is the multdplicative effect on the underlying continuous time
baseline hazard: it tells how much the baseline hazard of moving back home is
affected at all durations, given a change in the variable X,.

For the model of moving back home, duration dependence through v, is
proxied with a polynomial in the age of the youth. This is because it is likely
that it is the age of the youth rather than the number of months since he or
she first moved out that is important for moving back home. This also avoids
the issue of left censoring for moving back home since for a number of spells
we do not observe when the youth first moved out of home.

The model can also allow for unobserved heterogeneity in the form of random
effects:

log{—log[l—AX)]} = B'X,+ v, + ;.

I estimated models with two types of unobserved heterogeneity: one in which
o; is distributed according to a gamma distribution and one in which «; is
distributed according to a normal distribution. Both models delivered quanti-
tatively similar results, so to conserve space, only results from the normal model
are reported. In these models, o, reflects a spell-level, rather than a person-level,
fixed effect. This specification allows different spells away from home for the
same youth to be characterized by different unobserved characteristics.

Appendix C
A Static Version of the Game

I describe the structure and Nash equilibria of a static version of the game in
the full model with exogenous labor supply. Since this version of the model
admits closed-form solutions, it is useful to demonstrate some of the key mech-
anisms at work in the full model.

Consider a static version of the game in which youth income is exogenous,
there is no fixed cost of moving out, there are no savings, ¢ = 1 (full economies
of scale), and v = 1. In this simplified version of the game, the only actions are
the residential choice r € {0, 1} for the youth and the transfer amount 7T e
[0, I7] for the parent. The wage offer for the youth, w; the income of the parent,
I?; and the utility from independence are taken as exogenously given parameters.
The payoffs in this game are given by
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Youth: U° =logl[g’+ (1 —ng’l + rz,
Parent: U’ = log (g*) + 9U7”,
with the following budget constraints:
g+rxfwt+ T,
g+ TLD,
T>0.

Note that when the youth lives at home, it is always optimal for the parent to
set g” = I”. Hence, the payoffs can be written as functions of (1, T'):

Youth: U’(r,T) =loglw+ T—rx+ (1 —nI"] + rz,
Parent: U’(r,T) =log(I*— T) +qU’(r, T),

with 7'= 0 when r = 0. The assumption of log utility is not essential to obtain
a closed-form solution; however, it simplifies the algebra.

A.  Best Response of Parent

The optimal transfer for a parent with a youth living away from home is given
by

1
T#(1) = —— I’ — w+ x].
() = = = wsxl

I assume that w < nl” + x to simplify the algebra—this assumption just says that
parental income plus housing costs is much larger than the youth’s earnings.
Note that this implies that 7%#(1) > 0.

B.  Best Response of Youth
For a given transfer amount 7, the youth will live away from home if U°(1, T) >
U’(0, T), where
UQ,T) =logw+ T—x) +2
U’(0,0) =log (w+ I?),
which generates a reservation transfer for living away from home given by
w(l —e) + 1"+ e'x

T:

s

e

where I have assumed w2, so that it is always feasible for the youth to live
away from home, and 2> 0. The best response of a youth is to live away from
home if 7> T and at home otherwise.

C. Nash Equilibria

There is a Nash equilibrium where the youth lives away from home as long as
T%#(1) > Tand a Nash equilibrium where the youth lives at home if 7> 0. Since
T*(1) 2 0, a Nash equilibrium will always exist; however, it need not be unique.
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The latter Nash equilibria (where the youth lives at home) are sustained by the

parent offering any transfer 7'< Tif the youth is to move out. This implies that

if T%#(1) > T there will be both an away equilibrium and a home equilibrium.
The payoffs for the youth and the parent in each equilibrium are given by

U(0,0) = log (w+ I?),

U1, T#(1)) = log

%(w—x%—lﬁ)]-i-z
n

and
U"(0,0) = log (I") + nlog (w+ ¢I),
1
U1, THD) = log[= @ x + m] +nlog n% w—x + 11')} + 1z,
respectively.
The youth prefers the away equilibrium whenever
+ I’
z2>log ) —log U ,
w—x+ 1 n+1

but the parent prefers the home equilibrium if

+1Ir ) 1 ]
w—x+ 1 Ogn+1

If z2log [(w + I")/(w — x + I")] —log [n/(n + 1)] + (1/9) log [0 + DI/ — x + I)],
then both the youth and the parent prefer the away equilibrium; that is, it Pareto
dominates the home equilibrium. If z<log [(w+ I?)/(w — x + I")] —log [n/(n +
1)], then both the youth and parent prefer the home equilibrium: it Pareto
dominates. In both of these cases, if a timing protocol were specified, then the
subgame perfect equilibrium would be the same, regardless of who chose first.
However, if z lies in the interval between these two thresholds, there is disagree-
ment as to which equilibrium is preferred. The youth prefers the equilibrium
in which he lives away, and the parent prefers the equilibrium in which the
youth lives at home. If the youth were to choose first, then he would choose to
live away, and this would be the subgame perfect equilibrium. However, if the
parent were to choose first, he or she would choose T*# = 0, and the home
equilibrium would ensue. In this case, the timing protocol does matter.

+_

z<lo
& ] w—x+ I

11 (n+1)17’]

Appendix D
Markov-Perfect Equilibrium

The MPE of the game can be described by a set of Bellman equations. Define
Y"(x") and B"(x,") as the expected discounted value along the equilibrium path
at the beginning of phase m of the period ¢ stage game, for the youth and the
parent, respectively. The four phases of the stage game, and the corresponding
state variable, x;", are outlined in table D1. Optimal decisions for the youth and
the parent are denoted with an asterisk (*). The value functions for the youth
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are given in equations (D1)-(D3). Equation (D1) is the expected value at the
beginning of period {, before the current period shocks have been realized;
(D2) describes the discrete residence decision, taking into account the equilib-
rium transfer strategy of the parent; and (D3) is the labor supply and savings
decision, which takes into account future values along the equilibrium path,
summarized in Y}, (x},):

Yix) = 2 Y2(?) Pr @, jilw, 1, i hey) Pr (2 ]2,-0), (D)
Wepzt

Yt2(x;:2) = maX{K4(at, rtfl’ 7;3) u}t’jt) z‘p r*(x?)’ gtil*(x?))}’ (D2)

Y () = max{U} + BYi, (xy)} (D3)
Iy

subject to (5), where U ={[¢"?G*]" /(1 -y} — hy+ 1z, and G= g/ +
(1- T/)g/'-

Equations (D4) and (D5) describe the problem faced by a parent along the
equilibrium path. Equation (D4) is the expected value for the parent at the
beginning of period ¢, which depends on the residence choice of the youth.
Equation (D5) is the optimal transfer and public good decision, which takes
into account the induced labor supply and savings decisions of the youth as well
as the residence decision in the following period.

Ptl(le) = 2 Rs(at’ 7‘171’ rz*(x?)’ u}ﬁjt’ Zt) Pr (wt’]’t|wt71’jl*l’ htfl) Pr (Z,|Zt,1), (D4)

wWpjnze

P(x?) = max{U} + nU* + BB, (afiy (), 1, B (x!), w, fi 2)), (D5)
ch.gh, T,
subject to (6), where U? = [/ Pg!?T' /(1 — ), U* = {[¢’*(x,))" PG**]'" /(1 —
V= kv + nz, and G = g*(x/) + (1= n)g/.
The optimal transfers for a youth living away from home are given by

- AR
Pt ghy <+ B/, D6
Bl +gh sy B (D6)
T, = 0 if inequality is strict, (D7)

where ¢ = [(1 — ¢)'#¢*]/(1 —4) and P! = P'(x!) — n¥,'(x!) is the parents’ direct
value function, that is, the portion of their continuation value along the equi-
librium path that is due to their own consumption only and not their altruistic
feelings. The left side of equation (D6) is the marginal value of current period
consumption for the parent in which the optimal split of resources between the

TABLE D1
STATE VARIABLES FOR DIFFERENT PHASES OF THE STAGE GAME

Phase Conditioning Variable Choice By Whom  Strategies ~ Value Function

1 x} = a, oy by, Wty Jors 21 Wy Jio % Nature yLl (X}), Pll (x})
2 6= a1y, W, i 7 7 Youth €] YA(x)
3 X = AT, Ty Wy fp % T,g  Parent TH(x), & () PA(%)
4 X =i, w oz T8 hya., Youth T (), afia (%) Y ()
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two types of consumption goods has been imposed. Note that when the youth
lives away from home, the decision about how to divide spending between the
two types of goods is not affected by altruism, so the optimal decision is to
allocate an exogenous fraction of spending to each good. The first term on the
right side of equation (D6) is the marginal value to the parent of an additional
unit of resources for the youth, before the youth’s current period labor supply
and savings decisions have been made. This marginal value is the altruism factor
multiplied by the marginal value of resources to the youth himself. The second
term on the right side of (D6) is the discounted direct value to the parent of
entering the next period with the youth holding an extra dollar of assets. This
value reflects the lower expected future transfers that would eventuate along
the equilibrium path if the youth had an extra unit of resources.

Appendix E
Pareto Efficiency

There are a number of reasons why the MPE allocations may be inefficient,
relative to an environment where parents and youths can commit at ¢ = 0 to
fully history-dependent allocations. First, since parents cannot commit to trans-
fers before youths make their coresidence decision, there may be inefficient
delays in moving out of home and inefficient movements back home. Second,
since youths cannot commit to accept a job before parents make their transfer
decisions, there may be inefficiently low transfers. Finally, a version of the Sa-
maritan’s dilemma is at work, whereby youth’s savings are inefficiently low be-
cause they seek to raise their marginal value of resources in order to induce
higher transfers from parents.

To examine how severe are these inefficiencies, and thus the sensitivity of the
results to alternative choices about how to determine allocations, I construct
the Pareto-efficient frontier between parents and youths, at the estimated pa-
rameter values. I then look at the difference in welfare and allocations between
the MPE and nearby points on the Pareto frontier. For a given value for the
youth, V7, define efficient allocations to be the subset of § that satisfy

V# = maxPB'  subjectto ¥' >V (E1)

seS

and the efficient frontier as the subset of the locus (V;, V) for which the con-
straint ¥;' > V7 binds. Due to the presence of altruism, there may be feasible
values for V; for which this constraint does not bind. In these cases, both the
youth and the parent can be made better off by increasing the welfare of the
youth. Clearly such allocations are not Pareto efficient and so are not included
as part of the Pareto frontier.

Note that the problem in (EI1) can be rewritten as

maxi’(} + (n+NY, (E2)
seS
where N is a Lagrange multiplier that can be interpreted as a relative Pareto
weight on the youth. Since only the combined altruism factor/Pareto weight,
n + N, is important for determining allocations, the assumption of efficiency
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alone is not sufficient for identification of 7. I construct the Pareto frontier by
fixing 7 at its estimated value and solving the problem in (E2) for different
values of A.

A.  Game Is Nearly Efficient

In Kaplan (2010), I report computed efficient frontiers (V7, V) for the four
parental income groups and the corresponding value pairs (¥, B') from the
MPE. It turns out that the actual inefficiencies in the game are extremely small
since (¥, B}) lie very close to the efficient frontier. In the cases in which the
game is almost efficient, the MPE lies close to a point on the Pareto frontier
that puts essentially no direct weight on the utility of the youth (i.e., A= 0). If
the game were indeed to generate efficient allocations, then this would nec-
essarily be the case. To see why, it is useful to compare equation (D6), which
determines transfers for youths living away from home in the game, with the
corresponding equation in the efficient allocations:

AN
da, da,

$lcf+cH TS +N ; (E3)

T, = 0 if inequality is strict.

It is clear that if the value functions in (D6) and (E3) are to coincide, then the
only way that the game could generate an efficient level of transfers is if A =
0.

B.  Why Prefer the Game as the Baseline?

If the inefficiencies generated by the game are so small (and the game is more
difficult to compute), then why focus on the MPE, which requires additional
assumptions about timing and commitment, as the preferred model of behavior?
There are at least four reasons. First, the game is intuitive and generates some
outcomes that appeal to introspection about the nature of parentyouth inter-
actions. For example, parents may make substantial transfers, even though they
would prefer the youth to live at home. Also, parents cannot control the labor
supply and savings of nonresident youths directly but can only partially influence
them through their choice of financial transfers. If a youth has a strong enough
preference for independence, he will move out regardless of the parent’s actions.

Second, the particular specification of the game implicitly assumes that parents
and youths cannot commit to future decisions. This seems more in touch with
reality than the assumption implicit in the Pareto-efficient allocations—that par-
ents and youths can commit at age 17 to a full set of contingent allocation rules
for coresidence, labor supply, consumption, and savings.

Third, there is an important advantage of the game in terms of identification
of structural parameters. Under the assumption of Pareto efficiency, only the
combined Pareto-weight and altruism factor, 5 + A, is identified, which makes
it difficult to use the model to do policy experiments and examine counterfactual
exercises. Only a locus of possible counterfactual outcomes is identified, indexed
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by how the estimated value for n + N is split between n and A. The implicit
bargaining weight, A, may respond endogenously to changes in the environment,
an issue that is not of concern when using the game to determine allocations.
If the efficient allocations were implemented through some decentralized sys-
tem, then A would reflect the implicit bargaining power given to the youth and
hence the resulting point on the Pareto frontier. However, depending on the
details of the decentralization, changes in the environment may change the
effective value of A, leading to a different point on the Pareto frontier being
chosen. In the dynamic game, the assumption about the timing of actions pins
down the effective bargaining power of youths and parents. Finally, it is useful
to be able to connect with the existing literature on parentyouth interactions,
which has predominantly used a noncooperative game-theoretic approach to
model behavior.

Appendix F
Tax Function

I use a tax function that includes three types of tax: payroll, federal, and state.
Payroll taxes are composed of two parts: (i) social security tax of 6.2 percent of
annual income up to $102,000 and (ii) a Medicare levy of 1.45 percent of annual
income with no limit. For federal income taxes, I define net income as gross
income minus a standard deduction of $5,350 and a personal exemption of
$3,400. I then use the progressive tax rates for a single with no dependents for
2007 on the basis of this net income. I assume that state income taxes are 2.5
percent of gross income less a deduction for federal taxes plus another $2,500.
All calculations are based on annual income, by multiplying the monthly income
by 12 and dividing the resulting tax bill by 12.

Appendix G
Numerical Solution of the Model

The model is solved by backward induction from the terminal value functions
that are described in Section III. The distribution of preference shocks, z,, is
discretized to a five-point stationary Markov chain with second moments defined
by p, and o?. The grids are then transformed to yield a distribution with mean
o, + (¢ — 1)B.. Value functions and decision rules are solved on a grid with 16
points for assets and seven points for public consumption inside the parental
home. Linear interpolation (bilinear interpolation for two-dimensional prob-
lems) is used to evaluate values between grid points. The asset decision for the
youth is solved using a golden search with multiple starting values at each point
in the state space. The discrete choices (coresidence, labor supply) are solved
by interpolating the choice-specific value functions at the relevant stage of the
game.

Minimization of the simulated minimum-distance objective function is per-
formed using a trustregion method for nonsmooth nonlinear least squares
functions developed by Zhang, Conn, and Scheinberg (2010). The algorithm
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works by forming a sequence of smooth approximation to each of the moment
conditions being targeted. I use multiple restarts from many different starting
points in the parameter space to ensure that a global maximum is found. Con-
fidence intervals are obtained by bootstrap.

Appendix H
Calibrating ¢ from Equivalence Scales

Consider the problem of a one-person household with Cobb-Douglas utility over
two consumption goods, ¢ and g, and income I:
max g’'"%,

g
subject to
gte=1

Such a household sets g* = ¢/ and ¢* = (1 — ¢)/ and obtains an indirect utility
function V'(I) = ¢*(1 — ¢)' .

Now consider a two-person household (whose members I will denote as p and
y) with total income /. With a unitary model for decision making in the house-
hold, and equal weights on the two members, the household solves the following
problem:

max g%, ™% + g%, ™,
g
subject to
gtete =1
The solution to this problem is to set g = [(1 +¢)/2]] and ¢, = ¢, = [(1 —
¢)/2]1. The indirect utility function for each of the two household members is
Vi) = [+ ¢)/20°[(1 — ¢)/2]" L

The value of ¢ that is consistent with an equivalence scale ¢is defined as the

¢ such that V'(I) = V*(le). This gives

s
L)
1+¢/
Note that ¢(0) = 2, so that with no economies of scale, income needs to be
doubled when moving from a one-person to a two-person household in order
to keep welfare constant. Similarly, e(1) = 1, so that with full economies of scale,
no additional income is required to keep welfare constant when a second mem-
ber is added to the household.

I consider the additional income required when adding a second adult mem-
ber to a two-adult household that is implied by three commonly used equivalence
scales. I focus on the addition of a second adult, rather than a child, because
17-23-year-olds are better thought of as adults rather than children for con-
sumption purposes. The OECD equivalence scale implies ¢ = 1.41, the OECD
modified scale implies ¢ = 1.33, and the square-root scale implies ¢ = 1.22. Using
the formula above that relates e to ¢, these numbers imply a value for ¢ between
0.20 and 0.42. I choose 0.4, which lies in this range.

o) = 2
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